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[2] E. Vanini et al. Let It Flow: Resilient Asymmetric Load Balancing with Flowlet Switching. NSDI’17.

Very simple load balancing:
when one detects congestion,

a router just picks a random path
(layer) for the packets to be sent 

(they become a new flowlet)

Size of flowlets changes automatically 
based on conditions in the network
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Key design insight: Layered routing enables 
(1) easy encoding of the diversity of multiple 

minimal and non-minimal paths, and (2) 
enables simple and robust load balancing
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Question 2: Does Fatpaths give more performance 
than existing routing schemes?
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low-diameter networks than on Fat trees?
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Ethernet, but no TCP.
Simulator: htsim [1]. 

[1] M. Handley et al. Re-architecting datacenter networks and stacks for low latency and high performance. SIGCOMM’17.
[2] A. Varga et al. The OMNeT++ discrete event simulation system. ESM’01.
[3] C. Hopps. Analysis of an Equal-Cost Multi-Path Algorithm. RFC2992, 2000.
[4] E. Vanini et al. Let It Flow: Resilient Asymmetric Load Balancing with Flowlet Switching. NSDI’17.

ECMP [3]: traditional 
static load balancing.

LetFlow [4]: recent 
adaptive load balancing.

Setting 2 „Full TCP”
Standard TCP and related.
Simulator: OMNeT++ [2].

(more than 50% of systems in 
Top500 use Ethernet.

However, they are not as 
efficient as InfiniBand and 

others (details in the paper)
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to accelerate as many Top500 
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EVALUATION N ≈ 10,000; comparable cost; stencil (no remapping); “bare Ethernet” setting

NDP: a very recent
baseline for fat trees [47]

FatPaths outperforms simple NDP executed obliviously on 
low-diameter networks (up to 30x improvement)

Low-diameter topologies with 
FatPaths outperform fat trees



spcl.inf.ethz.ch

@spcl_eth

EVALUATION N ≈ 10,000; comparable cost; random uniform traffic; “full TCP” setting 

21



spcl.inf.ethz.ch

@spcl_eth

Dragonfly Fat tree HyperX Jellyfish Slim Fly Xpander
Diameter: 3 Diameter: 4 Diameter: 3 Diameter: 3 Diameter: 2 Diameter: 3

EVALUATION N ≈ 10,000; comparable cost; random uniform traffic; “full TCP” setting 

21



spcl.inf.ethz.ch

@spcl_eth

Dragonfly Fat tree HyperX Jellyfish Slim Fly Xpander
Diameter: 3 Diameter: 4 Diameter: 3 Diameter: 3 Diameter: 2 Diameter: 3

EVALUATION N ≈ 10,000; comparable cost; random uniform traffic; “full TCP” setting 

21



spcl.inf.ethz.ch

@spcl_eth

Dragonfly Fat tree HyperX Jellyfish Slim Fly Xpander
Diameter: 3 Diameter: 4 Diameter: 3 Diameter: 3 Diameter: 2 Diameter: 3

EVALUATION N ≈ 10,000; comparable cost; random uniform traffic; “full TCP” setting 

ECMP: traditional static load balancing
LetFlow: recent adaptive load balancing rho: fraction of links kept in a layer

Speedups are measured over ECMP
21



spcl.inf.ethz.ch

@spcl_eth

Dragonfly Fat tree HyperX Jellyfish Slim Fly Xpander
Diameter: 3 Diameter: 4 Diameter: 3 Diameter: 3 Diameter: 2 Diameter: 3

EVALUATION N ≈ 10,000; comparable cost; random uniform traffic; “full TCP” setting 

ECMP: traditional static load balancing
LetFlow: recent adaptive load balancing rho: fraction of links kept in a layer

Speedups are measured over ECMP
21



spcl.inf.ethz.ch

@spcl_eth

Dragonfly Fat tree HyperX Jellyfish Slim Fly Xpander
Diameter: 3 Diameter: 4 Diameter: 3 Diameter: 3 Diameter: 2 Diameter: 3

EVALUATION N ≈ 10,000; comparable cost; random uniform traffic; “full TCP” setting 

ECMP: traditional static load balancing
LetFlow: recent adaptive load balancing rho: fraction of links kept in a layer

Speedups are measured over ECMP
21



spcl.inf.ethz.ch

@spcl_eth

Dragonfly Fat tree HyperX Jellyfish Slim Fly Xpander
Diameter: 3 Diameter: 4 Diameter: 3 Diameter: 3 Diameter: 2 Diameter: 3

EVALUATION

Some flows on Slim Fly finish more than 2.5×
faster with FatPaths than ECMP or LetFlow

N ≈ 10,000; comparable cost; random uniform traffic; “full TCP” setting 

ECMP: traditional static load balancing
LetFlow: recent adaptive load balancing rho: fraction of links kept in a layer

Speedups are measured over ECMP
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LOW-DIAMETER NETWORK TOPOLOGIES VS FAT TREES

Diameter = 4

[1] Hoffman, Alan J.; Singleton, Robert R. (1960), Moore graphs with diameter 2 and 3, IBM Journal of Research and Development

Diameter = 2

Only edge (leaf) routers 
attach to endpoints

All routers attach 
to endpoints

> ≈50% fewer routers
> ≈30% fewer cables

Lower concentration Higher concentration
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Dragonfly Fat tree HyperX Slim Fly Xpander

N ≈ 10,000;
comparable cost

Randomness in Jellyfish "smooths out" 
distributions of minimal path diversities

In most cases, there is not enough path diversity for 
three or more disjoint paths between router pairs
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LOW-DIAMETER NETWORK TOPOLOGIES

Can we use multipathing? 
i.e., are the multiple 

paths between routers?
In Fat trees, 

easily, as we have 
many paths... 

... shortest

... equal length

... Between all 
router pairs



spcl.inf.ethz.ch

@spcl_eth

PATH DIVERSITY ANALYSIS



spcl.inf.ethz.ch

@spcl_eth

PATH DIVERSITY ANALYSIS What are the problems to be tackled with multipathing?



spcl.inf.ethz.ch

@spcl_eth

PATH DIVERSITY ANALYSIS What are the problems to be tackled with multipathing?

Communicating endpoint pairs mapped to the same routers



spcl.inf.ethz.ch

@spcl_eth

PATH DIVERSITY ANALYSIS

Depend on workload mapping 
(assignment of communicating 

endpoints to routers)

What are the problems to be tackled with multipathing?

Communicating endpoint pairs mapped to the same routers



spcl.inf.ethz.ch

@spcl_eth

PATH DIVERSITY ANALYSIS

Depend on workload mapping 
(assignment of communicating 

endpoints to routers)

What are the problems to be tackled with multipathing?

Communicating endpoint pairs mapped to different routers

Communicating endpoint pairs mapped to the same routers



spcl.inf.ethz.ch

@spcl_eth

PATH DIVERSITY ANALYSIS

Depend on workload mapping 
(assignment of communicating 

endpoints to routers)

Depend on topology details 
(router-router connections)

What are the problems to be tackled with multipathing?

Communicating endpoint pairs mapped to different routers

Communicating endpoint pairs mapped to the same routers



spcl.inf.ethz.ch

@spcl_eth

PATH DIVERSITY ANALYSIS

Depend on workload mapping 
(assignment of communicating 

endpoints to routers)

Depend on topology details 
(router-router connections)

What are the problems to be tackled with multipathing?

Communicating endpoint pairs mapped to different routers

Communicating endpoint pairs mapped to the same routers



spcl.inf.ethz.ch

@spcl_eth

WORKLOAD MAPPING



spcl.inf.ethz.ch

@spcl_eth

WORKLOAD MAPPING How to further enhance performance?



spcl.inf.ethz.ch

@spcl_eth

WORKLOAD MAPPING How to further enhance performance?



spcl.inf.ethz.ch

@spcl_eth

WORKLOAD MAPPING

Observation: In 
low-diameter 

topologies, locality 
is less important

How to further enhance performance?



spcl.inf.ethz.ch

@spcl_eth

WORKLOAD MAPPING

Observation: In 
low-diameter 

topologies, locality 
is less important

A simple stencil running on a Slim Fly 

How to further enhance performance?



spcl.inf.ethz.ch

@spcl_eth

WORKLOAD MAPPING

Observation: In 
low-diameter 

topologies, locality 
is less important

A simple stencil running on a Slim Fly 

Random mapping 
uses rich diversity 

of inter-group paths

How to further enhance performance?
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EVALUATION
N ≈ 10,000; comparable cost; random 

uniform traffic; „bare Ethernet”

rho: fraction of 
links kept in a layer

What layer setup fares best?

With fewer layers, lower rho is 
better (sparser layers)

With more layers, higher rho is 
better (denser layers)
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TRANSPORT DESIGN How to maximize performance of the transport layer?

[1] M. Handley et al. Re-architecting datacenter networks and stacks for low latency and high performance. SIGCOMM’17.

Dropped 
payload

Key design 
choice: Drop 
only payload 

if router 
buffers fill up

Prioritize packets with dropped
payload and retransmitted packets

Remaining 
header

Router 
buffer

A special queue for packets that dropped 
payload and for retransmitted packets 
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EVALUATION

Low-diameter topologies with 
FatPaths outperform fat trees

N ≈ 10,000; comparable cost; random uniform traffic; “bare Ethernet” setting

NDP: a very recent
baseline for fat trees
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EVALUATION

Advantages from FatPaths over others are visible across all flow sizes

N ≈ 10,000; comparable cost; random uniform traffic; “full TCP” setting 

Dragonfly Fat tree HyperX Jellyfish Slim Fly Xpander

ECMP: traditional static load balancing
LetFlow: recent adaptive load balancing rho: fraction of links kept in a layer

Speedups are measured over ECMP
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A ROUTING SCHEME FOCUSING ON LOW-DIAMETER TOPOLOGIES BROAD ANALYSIS OF PATH DIVERSITY

RICH EVALUATION, THEORETICAL ANALYSIS, TAXONOMYHIGH-PERFORMANCE NETWORKING ARCHITECTURE


