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Abstract—Chips with hundreds to thousands of cores require scalable networks-on-chip (NoCs). Customization of the NoC topology is necessary to reach the diverse design goals of different chips. We introduce sparse Hamming graph, a novel NoC topology with an adjustable cost-performance trade-off that is based on four NoC topology design principles we identified. To efficiently customize this topology, we develop a toolchain that leverages approximate ﬂoorplanning and link routing to deliver fast and accurate cost and performance predictions. We demonstrate how to use our methodology to achieve desired cost-performance trade-offs while outperforming established topologies in cost, performance, or both.

I. INTRODUCTION

CMOS technology scaling keeps increasing the transistor density, enabling the integration of a growing number of compute cores into modern processors and accelerators. While the parallel performance of such architectures is skyrocketing, more and more applications are becoming bound by data movement [1]–[6]. This introduces traditional graph processing kernels [7]–[9], dense linear algebra kernels [10]–[12], complex pattern matching applications [13]–[20], but also newer classes of mixed sparse-dense workloads such as graph neural networks [21]–[25]. These developments stress the importance of scalable, high-performance networks-on-chip (NoCs).

A key decision to make when designing a network-on-chip (NoC) is the choice of a suitable topology of links between routers. The NoC topology has a large inﬂuence on the NoC’s performance (latency, throughput) and cost (area, power). To guide the design of low-cost and high-performance NoC topologies, we identify four fundamental NoC topology design principles (Section II, contribution #1). To achieve low cost, (1) use low-radix topologies and (2) design for link routability and to achieve high performance, (3) minimize the network diameter and (4) minimize the physical path length. Principle (1) minimizes the router area and the overall number of links and principle (2) minimizes the area overhead induced by links - both minimizing the NoC’s cost. Principle (3) minimizes the number of router-to-router hops per ﬂit (minimize latency) and hence the number of ﬂits processed by a given router (minimize congestion → maximize throughput). Principle (4) minimizes the latency which is linear in the physical path length.

Achieving a low network diameter (following (3)) requires a high router radix (violating (1)) and vice versa. Hence, no single topology can provide high-performance and low-cost, instead, a trade-off between the two is needed. To meet the diverse requirements of different architectures, the NoC topology’s cost-performance trade-off must be adjustable. We introduce sparse Hamming graph, a customizable NoC topology that is based on our NoC topology design principles (Section III, contribution #2). By adjusting the sparsity of links in the topology, we can steer its cost-performance trade-off.

Different architectures do not only differ in their design goals (e.g., low-power vs. high-performance) but also in their architectural parameters (e.g., number and size of cores, technology node, or transport protocol). We want to adjust the sparsity of the sparse Hamming graph topology to both, the design goals and the architectural parameters. To do this, we need a way to predict the performance and cost that a NoC topology attains if applied to a given architecture. Existing models for cost and performance predictions can be grouped into high-level and low-level models. High-level models are fast, but they do not consider implementation details like, e.g., link routing, which results in a lack of accuracy. Low-level models are accurate but extremely time-consuming which renders them unwieldy for a quick exploration of a large design space. To bridge the gap between high-level and low-level models, we develop a novel, custom cost and performance prediction toolchain (Section IV, contribution #3). Our toolchain works at the speed of high-level models but other than existing high-level models, it estimates implementation-details by performing approximate ﬂoorplanning and link routing.

To evaluate the proposed NoC topology customization strategy, we use our prediction toolchain to rapidly customize four sparse Hamming graph topologies for four different architectures, each with its unique set of architectural parameters. The design goal is to maximize each NoC’s performance without dedicating more than 40% of the total chip area to it. Our evaluation (Section V) shows that our customized sparse Hamming graph topologies outperform established topologies in terms of cost, performance, or both.

II. DESIGN PRINCIPLES FOR NOC TOPOLOGIES

A. Assumptions

Throughout the whole paper, we assume a chip that is organized as an $R \times C$ grid of identical building blocks which we call tiles. Each tile contains one or more endpoints (e.g., compute cores or memories) and a local router to which all of its endpoints are connected. A NoC is used to provide connectivity between different tiles. The NoC’s links are attached to the tile’s local routers. This regular tiled design is common for large compute fabrics as its modularity keeps the physical design effort at the top level under control. We assume that each metal layer has a predefined routing direction. Furthermore, whenever a link is too long to be operated at the target clock frequency, we insert as many registers (pipeline stages) as necessary to meet said frequency. As a result, sending a flit across a link can take multiple clock cycles [27] which means that we need network components [28], [29] capable of handling multi-cycle links. Finally, we assume that tiles occupy all available metal layers which disallows routing an inter-tile link between two tiles $A$ and $B$ over a third tile $C$.

†The total physical distance that the data travels across the chip.

‡Source code: https://spclgitlab.ethz.ch/iffp1/sparse_hamming_graph_public
The area of most router architectures scales quadratically with the router radix [31], hence, high-radix topologies come with large area requirements. However, in a setting with one router per tile, a higher router radix implies a higher overall number of links which further inflates the NoC’s area.

2 Design for Routability: When designing a NoC topology, it is crucial to pay attention to the routability of links which can be improved by meeting the following four criteria:

- Short Links: Links between adjacent tiles come with minuscule area overheads while long links occupy a large area.
- Aligned Links: Links between tiles in the same row or column tend to be more area-efficient than links that change row and column.
- Uniform Link Density: Assume that the space between two rows or columns of tiles contains sections with high and sections with low link density (like, e.g., SlimNoC, see Figure 1f). The spacing between said rows or columns needs to be large enough to fit all links from the high-density section, resulting in an under-utilization of the low-density section. To use the area efficiently, we should aim for a uniform link density (like, e.g., 2D torus, see Figure 1c).
- Optimized Port Placement: The location of ports within a tile influences the routability of links. E.g., for a mesh topology, we can place one port on each face of the tile which results in short, straight links between tiles (see Figure 1b). In the ring topology on the other hand, the ports are placed north/south or east/west which both inflate the lengths of a subset of links (see Figure 1a).

3 Minimize the Network Diameter: The network diameter is the maximum number of routers-to-router hops that a flit takes on the path from its source-tile to its destination-tile. Whenever a flit traverses a router, it experiences a certain delay, therefore, minimizing the network diameter reduces the latency. Furthermore, a reduction of the average number of router-to-router hops per flit goes along with a reduction of the average number of flits processed by a given router which reduces the congestion at routers and improves the throughput.

4 Minimize the Physical Path Length: The delay of a link built of buffered wires is linear in its length [30]. As a consequence, minimizing the physical distance that a flit travels is crucial to achieve low latency. The prerequisite for using paths of minimal physical length is the existence of links that provide such paths. However, the pure existence of these links is not enough since the routing algorithm might send flits over physically non-shortest paths. This could for example happen if the routing algorithm minimizes the number of router-to-router hops, which does not necessarily minimize the physical path length. Adapting the routing algorithm to minimize the physical path length is not the solution since, e.g., in a 2D torus topology (see Figure 1c), this would leave the wrap-around links unused and severely deteriorate the throughput. To provide low latency while sustaining high throughput, a NoC topology should a) contain links that provide physically minimal paths and b) be co-designed with the routing algorithm to use these paths without reducing the throughput.

III. THE SPARSE HAMMING GRAPH NOC TOPOLOGY

We propose the customizable sparse Hamming graph topology that is based on our four NoC topology design principles. The sparsity of this topology depends on two input parameters which enables an effortless adjustment of its cost-performance trade-off. Table I shows the compliance of sparse Hamming graph and many established NoC topologies with our four NoC topology design principles.

a) Concept: The base for a sparse Hamming graph is a 2D mesh topology. It fulfills all design for routability criteria ( ()) and it provides a low router radix ( ()) which ensures a low cost. In addition, the mesh topology provides paths with minimal physical length ( ()) resulting in low latency. The downside of the mesh topology is the relatively high network diameter ( ()) that leads to significant performance penalties when scaling up the number of tiles. To alleviate this issue, we add additional links to our topology. The number and shape of these additional links are configured through a set of parameters. The way in which we add these links (refer to the next paragraph for details) ensures that a good routability of links ( ()) is maintained. With the maximum number of additional links, we reach a flattened butterfly topology that provides a low network diameter ( ()) and excellent performance. The downside of the flattened butterfly is its significant area overhead. In summary, the sparse Hamming graph spans the design space between a mesh topology (low cost) and a flattened butterfly topology (high performance) while following our design principles to ensure reaching favorable cost-performance trade-offs.

![Fig. 1: Visualization of established NoC topologies. Gray squares represent router tiles, blue squares represent ports, and arrows represent links.](image)

B. Reduce Cost (Area, Power)

The following two design principles aim at reducing the NoC’s area. Since a chip’s power consumption is roughly linear in its area [30], following these design principles also reduces the power consumption.

1 Use Low-Radix Topologies: The area of most router architectures scales quadratically with the router radix [31], hence, high-radix topologies come with large area requirements. However, in a setting with one router per tile, a higher router radix implies a higher overall number of links which further inflates the NoC’s area.

![Fig. 2: Construction scheme and example for sparse Hamming graph.](image)
TABLE I: Compliance of NoC topologies for $R$ rows and $C$ columns of tiles with our design principles. For sparse Hamming graph, we provide intervals for achievable values and we write $\checkmark$ if a design principle is only achieved for some parametrizations. SL: Short Links, AL: Aligned Links, ULD: Uniform Link Density, OPP: Optimized Port Placement. $^*$Paths with minimal physical length, $^\dagger$The links at hand provide minimal paths, $^{**}$Routing algorithms that minimize the number of router-to-router hops use minimal paths. $^1$Hypercube is only applicable if $R$ and $C$ are powers of two. $^2$SlimNoC is only applicable if $RC = 2p^2$ for a prime power $p$.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Input Parameters</th>
<th>Design for Routability</th>
<th>Network Diameter</th>
<th>Minimal Paths</th>
<th>Present**</th>
<th>Used***</th>
<th>#Configurations for given $R$ and $C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ring</td>
<td>$R$</td>
<td>$RC/2$</td>
<td>$RC/2$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>2D Mesh</td>
<td>4</td>
<td>$R/2 + C/2$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>2D Torus</td>
<td>4</td>
<td>$R/2 + C/2$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>Folded 2D Torus [32]</td>
<td>4</td>
<td>$RC$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>Hypercube [33]</td>
<td>$\log_2(RC)$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>SlimNoC [26]</td>
<td>$\approx \sqrt{RC}$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>Flattened Butterfly [34]</td>
<td>$R + C - 2$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
</tbody>
</table>

Sparse Hamming Graph (This Work) $[4, R + C - 2]$ $\checkmark$ $\checkmark$ $\checkmark$ $\checkmark$ $[2, R + C - 2]$ $\checkmark$ $\checkmark$ $2^{R+C-4}$

a set $S_C \subseteq \{x \in \mathbb{N} \mid 2 \leq x < R\}$. Let $T_{r,c}$ be the tile in row $r$ and column $c$. We start with a 2D mesh topology. For each row $r$, for each number $x \in S_R$ and for each number $i \in \mathbb{N}$, $1 \leq i \leq (C - x)$, we add a link $T_{r,i} \leftrightarrow T_{r,i+x}$. Likewise, for each column $c$, for each number $x \in S_C$ and for each number $i \in \mathbb{N}$, $1 \leq i \leq (R - x)$, we add a link $T_{r,c} \leftrightarrow T_{r+c,c}$. Figure 2 visualizes this construction. Since all topologies that are constructed this way are subgraphs of a 2D Hamming graph, we call this topology sparse Hamming graph.

IV. PREDICTION OF PERFORMANCE AND COST

To efficiently customize the sparse Hamming graph topology to the design goals and architectural parameters at hand, we develop our custom toolchain for performance and cost predictions.

A. Overview of Prediction Toolchain

Figure 3 shows our toolchain for NoC performance and cost predictions. We develop a custom model that leverages a set of architectural parameters to estimate the area and power consumption (cost) associated with a given NoC topology. In addition, our model estimates the latency of every router-to-router link in the NoC. We feed the NoC topology with link latency estimates as well as information about the router architecture, routing algorithm, and traffic pattern into the cycle-accurate BookSim2 [35] NoC simulator. Based on the results of the BookSim2 simulations, we estimate the NoC’s zero-load latency and saturation throughput (performance). The key to accurate simulations in BookSim2 are our model’s link latency estimates.

B. A Model for Area, Power and Link Latency Prediction

Figure 4 visualizes our model for predicting a NoC’s area overhead, power consumption, and the latency of every router-to-router link. Our model is based on the assumptions stated in Section II-A.

1) Architectural Parameters: Table II summarizes the architectural parameters that our model takes as inputs. The descriptions in Table II make it straightforward to set most of these parameters. Configuring the functions $f_{\text{wires}}^{H} \rightarrow \text{mm}(x)$ and $f_{\text{wires}}^{V} \rightarrow \text{mm}(x)$ that return the channel width (in mm) needed to build $x$ horizontal and $x$ vertical wires respectively is a bit more involved, therefore, we provide an example. Consider a technology with 10 metal layers. Assume that 5 out of those 10 layers are available for signal routing. Say that out of those 5 layers, 3 are used for horizontal routing and 2 are used for vertical routing. Assume that the horizontal layers have a wire pitch of 40nm, 50nm, and 60nm, and that the vertical layers have a wire pitch of 45nm and 55nm. In this scenario, we would configure the following two functions that are explained in the subsequent paragraph:

$f_{\text{wires}}^{H} \rightarrow \text{mm}(x) := \frac{x \cdot 10^{-6}}{40 + 50 + 60}$

We start by transforming the wire pitch of each metal layer into the number of wires per mm. To do this, we compute the reciprocal of the wire pitch. Next, we compute the overall number of wires per mm for a given direction which is done by summing up the reciprocal wire pitches of all metal layers for said direction. Then, we divide the number of wires $x$ by said sum, which gives us the space (in mm) needed to build $x$ wires in a given direction. Finally, we multiply the result by $10^{-6}$ to transform it from mm to nm. This computation allows us to represent multiple physical metal layers with different wire pitches as a single, abstract metal layer.

2) Model Details: We describe the five steps to construct our NoC model and how to use it to estimate the NoC’s area overhead, power consumption and the latency of every router-to-router link.

a) Model Construction: Our model is constructed in five steps:

- **Step 1: Tile Area Estimate and Placement in $R \times C$ Grid.** We start by estimating the area of a tile as $A_T = A_E + A_R$ where $A_R$ is the area of the tile’s local router. The router area is computed as
Step 3: Estimation of Spacing between Rows and Columns of Tiles. To compute the spacing between two columns of tiles with \(N_L\) parallel, vertical links in between, \(f_{\text{wires}}^{H} \rightarrow \text{min}\) is replaced by \(f_{\text{wires}}^{V} \rightarrow \text{min}\) in the equation above. Figure 5c visualizes this step.

Step 4: Discretization of Chip into same-sized Unit-Cells. To facilitate the detailed routing and the computation of area, power and link latency estimates, we discretize the chip into same-sized unit-cells. The width \(W_C\) and the height \(H_C\) of a unit-cell are set such that the unit-cell can accommodate exactly one horizontal and one vertical link.

\[
H_C = f_{\text{wires}}^{H} \rightarrow \text{min} \left( f_{\text{bw}}^{\text{bw}} \rightarrow \text{wire} (B) \right)
\]

\[
W_C = f_{\text{wires}}^{V} \rightarrow \text{min} \left( f_{\text{bw}}^{\text{bw}} \rightarrow \text{wire} (B) \right)
\]

The area of a unit-cell is \(A_C = H_C \cdot W_C\). Figure 5d displays the chip represented as a grid of unit-cells.

Step 5: Detailed Routing in Grid of Unit-Cells. We use a custom heuristic algorithm to route links in the grid of unit-cells. This algorithm tries to reduce the number of collisions (multiple parallel links in the same unit-cell) and the link lengths (see Figure 5e).

b) Area Estimate: The total area of a chip consisting of \(N_{\text{cell}}\) unit-cells is \(A_{\text{tot}} = N_{\text{cell}} \cdot A_C\). The area that would be necessary to build the chip without a NoC which is

\[
A_{\text{NoNoC}} = F_{\text{GE}}^{\text{min}} \cdot (N_T \cdot A_E).
\]

We define the NoC’s area overhead as the percentage of the total chip area that would be saved if we would remove the NoC.

\[
\text{area overhead} = \frac{A_{\text{tot}} - A_{\text{NoNoC}}}{A_{\text{tot}}}.
\]

c) Power Estimate: Let \(N_{\text{cell}}^{H}\), \(N_{\text{cell}}^{V}\), and \(N_{\text{cell}}^{GE}\) be the number of unit-cells containing logic (a tile), a horizontal part of a link and a vertical part of a link respectively. Notice that a single unit-cell can contribute to both \(N_{\text{cell}}^{H}\) and \(N_{\text{cell}}^{V}\) (if two links are crossing) or it can contribute to none of the three cell-counts (if it is empty). We estimate the chip’s total power consumption as

\[
P_{\text{tot}} = f_{\text{min}}^{L} \rightarrow \text{wire} \left( N_{\text{cell}}^{L} \cdot A_C \right) + f_{\text{min}}^{W} \rightarrow \text{wire} \left( N_{\text{cell}}^{H} + N_{\text{cell}}^{V} \right) \cdot \frac{A_C}{2}.
\]

The power consumption of the chip without a NoC and the NoC’s power consumption are computed as follows:

\[
P_{\text{NoNoC}} = f_{\text{min}}^{L} \rightarrow \text{wire} \left( F_{\text{GE}}^{\text{min}} \cdot (N_T \cdot A_E) \right)
\]

\[
P_{\text{NoC}} = P_{\text{tot}} - P_{\text{NoNoC}}.
\]

d) Link Latency Estimate: We estimate the latency \(L\) (in clock cycles) of a link that crosses \(N_{\text{cell}}^{H}\) unit-cells vertically and \(N_{\text{cell}}^{V}\) unit-cells horizontally as follows:

\[
L = f_{\text{min}} \rightarrow s \left( N_{\text{cell}}^{H} \cdot W_C + N_{\text{cell}}^{V} \cdot H_C \right) \cdot F.
\]
C. Toolchain Evaluation

To assess the accuracy of our prediction toolchain, we use it to predict the performance and cost of the open-source MemPool [37] architecture. Besides having a complex low-latency interconnect between its 256 cores and 1024 memory banks, MemPool also has a long implementation runtime. This makes it a prime target for our model, which can give information about the performance and cost of a certain topology without requiring the long iterative place-and-route flow. Table III shows the cost and performance numbers of MemPool, the predictions of our toolchain, and its prediction error. The area and power predictions are accurate for a fast high-level model. Our model over-estimates the latency of MemPool because MemPool is highly latency-optimized, which breaks our assumptions that each link and each router has a minimum latency of one cycle. To take this into account, we need to deduct 4 cycles from our model estimate (1 cycle to inject the flit and 1 cycle for each of the three routers that a given flit traverses). This would result in a latency estimate of 6 cycles, which is only off by 20%. For most designs, our assumptions on the router latency hold, and such corrections are not necessary.

TABLE III: Cost and Performance results and predictions of the MemPool Architecture [37].

<table>
<thead>
<tr>
<th>Metric</th>
<th>Correct Value</th>
<th>Prediction</th>
<th>Prediction Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>21.16 mm²</td>
<td>24.26 mm²</td>
<td>15%</td>
</tr>
<tr>
<td>Power</td>
<td>1.55 W</td>
<td>1.447 W</td>
<td>7%</td>
</tr>
<tr>
<td>Latency</td>
<td>5 cycles</td>
<td>10 cycles</td>
<td>100%</td>
</tr>
<tr>
<td>Throughput</td>
<td>38%</td>
<td>25%</td>
<td>34%</td>
</tr>
</tbody>
</table>

V. Application and Evaluation

We show how to use our prediction toolchain and design principles to customize the sparse Hamming graph topology. To assess the quality of our customization strategy, we compare customized sparse Hamming graph topologies to a series of established NoC topologies.

a) NoC Topology Customization Strategy:

- Step 1: Start with the simplest sparse Hamming graph topology, which is a mesh ($S_R = \{\}$, $S_C = \{\}$).
- Step 2: Use our prediction toolchain to estimate the performance and cost of the current topology if applied to the target architecture with its unique architectural parameters.
- Step 3: Compare the cost and performance estimates from step 2 to the design goals to identify insufficiencies of the current topology (e.g., inadequate throughput).
- Step 4: Follow our design principles to change the parameters $S_R$ and $S_C$ such that the insufficiencies identified in step 3 are eliminated (e.g., by adding additional links to reduce the network diameter, and hence improve the throughput).
- Step 5: Go back to step 2) and repeat the process until you are satisfied with the performance and cost of the customized topology.

b) Target Architectures for Evaluation: Assume that we are tasked with customizing a NoC topology for an architecture similar to Knights Corner (KNC). We select this architecture because it is implemented in a 22 nm technology node for which we know the necessary architectural parameters. This means that we want to connect 64 tiles (KNC has 62) with an area of approximately 35 MGE each using a NoC with 512 bits/cycle per-link bandwidth running at 1.2 GHz. We assume that the AXI [38] transport protocol and the AXI-NoC-components from Kurth et al. [29] are used. Furthermore, we use input-queued routers with 8 virtual channels and 32-flit buffers. Let this be scenario a). We analyze three additional scenarios for scaling up the number of cores: Scenario b) increase the number of cores per tile by $2^x$, scenario c) increase the number of tiles by $2^x$, and scenario d) increase the number of cores per tile and the number of tiles by $2^x$. Assume that for all 4 scenarios, our design goal is to maximize the global bandwidth (priority 1) and minimize the latency (priority 2) without exceeding a NoC area overhead of 40%.

c) Evaluation Results: We apply our customization strategy to all four scenarios explained in the previous paragraph. Figure 6 shows a cost and performance comparison of our customized sparse Hamming graph topologies against a series of established topologies. The topologies are compared in terms of four metrics: area overhead, power consumption, saturation throughput, and zero-load latency. As a consequence, a topology is usually not strictly better than another topology, instead, each topology reaches a certain trade-off between those four metrics. In the previous paragraph, we clearly define our design goal: Maximize the throughput and minimize the latency without exceeding an area overhead of 40%. The sparse Hamming graph topology allows us to increase the performance by adding additional links until an area overhead of 40% is reached. As a result, our customized sparse Hamming graph topologies deliver the highest global throughput among all topologies with an area overhead of at most 40%, while providing the second lowest latency among all topologies considered. We conclude that while there is no single topology that is superior with respect to all four metrics, the sparse Hamming graph is the only topology where the cost-performance trade-off can be adjusted based on the design goals.

VI. Related Work

State-of-the-art manycore architectures [39], [40] often use ring or mesh topologies with a low router radix and a high network diameter. These topologies come at a low cost, but their performance steeply deteriorates when scaling them up from dozens to hundreds or even thousands of cores. New topologies such as Flattened Butterfly [34] or SlimNoC [26] alleviate this performance degradation by reducing the network diameter, albeit with a higher router radix and cost when scaled. Topologies such as 2D torus, folded 2D torus [32], or hypercube [33] try to fill the gap between these two groups of topologies, but they cannot be customized to adjust their cost-performance trade-off. Ruche networks [41] are mesh-based networks with length-adjustable skip-links, however, the number of configurations is quite limited. Sparse Hamming graphs are a superset of Ruche networks and they provide significantly more configurations than Ruche networks. As a consequence, sparse Hamming graphs offer a more fine-grained adjustment of the cost-performance trade-off.

There are several high-level models [35], [42], [43] performing cycle-level simulations for performance predictions. High-level area and power predictions are also possible, e.g., by using Orion 2.0 [44]. However, these schemes do not consider implementation details such as link routing, hence, they suffer from limited accuracy. There are also low-level models [45]–[47] that generate register transfer level (RTL) descriptions of the NoC. These RTL descriptions are used for accurate performance and cost predictions. Unfortunately, RTL modeling is time-consuming, requiring many person-months to explore a few topologies. This amount of effort renders low-level models impractical for the customization of NoC topologies where one wants to quickly explore a large design space. PyOCN [48] provides a unified framework for both high-level and low-level predictions, however, even they cannot combine the low execution time of high-level models with the high accuracy of low-level models. Our prediction toolchain works at the speed of high-level models while estimating low-level details by performing approximate floorplanning and link routing.
Fig. 6: Comparison of various topologies for four different scenarios. The comparison is performed using our prediction toolchain with a random uniform traffic pattern and a routing algorithm that minimizes the number of router-to-router hops. SlimNoC is only applicable for scenarios c) and d) because it requires the number of tiles \( N_T \) to be \( N_T = 2p^2 \) for a prime power \( p \).

### VII. Conclusion

The rising number of compute cores per chip and the fact that more and more applications are becoming bound by data movement makes scalable NoC topologies more important than ever. As high performance and low cost can not be unified, we need topologies with a customizable cost-performance trade-off.

We improve the NoC topology customization process by making three major contributions: 1) a set of NoC topology design principles that reveal how to influence the NoC’s cost and performance, 2) the customizable sparse Hamming graph topology with an adjustable cost-performance trade-off, and 3) a fast and easy-to-use toolchain for predicting the NoC’s performance and cost featuring our custom model for area, power, and link latency estimates.

We show that by applying all three contributions, one is able to achieve desired cost-performance trade-offs while outperforming established topologies in terms of cost, performance, or both.
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