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Interconnection Networks for HPC-Systems

Towards ExaScale
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Routing Metrics:
Low latency
High throughput
Low congestion
Fault-tolerant
Deadlock-free

Utilization

Massive networks
needed to connect
all compute nodes
of supercomputers

(see TOPS500 list)
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Realistic Workload of Multi-User/Multi-Job HPC Systems

Avg. 50% of nodes are used for multi-node/multi-switch jobs

Many small jobs (018 nodes) connected
Natural fragmentation of the batch system/supercomputer

Potential to improve network utilization? Fig. 1: Batch jobs of Tsubame2.5
(sampled every 10 min)
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Current state-of-the-art: Flow-Oblivious and Static Routing

Artificial example

Full-bisection fat-tree w/ 180 nodes
3x 60-node jobs (non-contiguous)
Implication of flow-oblivious DFSSSP

Imbalance of intra-job paths

Leaf switches

Few links underutilized (O paths) Heatmap

Fig. 2/ 3: Effective EFI for 3 jobs on 2-level fat-tree
Known pr_oblem. performance I ——
degradation through mismatch

between comm. pattern and static
routing [Hoefler, 2008]

Alternative approaches, e.g.:

Topology mapping [vu, 2006; Hoefler, 2011]

] | | ]
Application-aware routing [Kinsy, 2009] 80 120 160

_ _ EFI per Link 7
Adaptive routing [aiverson, 2012; Birrittella, 2015] =
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ldea to Improve the Network Utilization and Performance

Initial hypothesis
Optimizing for global path balancing suboptimal for production HPC
Inter-job paths not used (between nodes of different batch jobs)

InfiniBand/OpenSM allows for coarse grain routing optimizations

Requirements for a feasible Scheduling-Aware Routing (SAR)
Light-weight interface analyzing jobs which run simultaneously
Filtering: collect jobs which require network (at least 2 switches)
Inform OpenSM about desired re-routings
Fast and optimized routing calculation for multi-user environments
Enhancements based on proven techni
Integrate job locality information into balancing decisions

No user interaction or input needed
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Filtering tool: Interface between SLURM and OpenSM

Why not a SLURM plugin?

Portability to other batch system M

SLURM latency already slow

Filtering tool workflow
Periodically poll queue state

Filter out small jobs (attached
to only 1 switch)

Compare job-to-node mapping
with previous run

If changed: prepare input file
for OpenSM and send signal
to request routing optimization

SLURM's
topology file

poll read terminal-
scheduled to-switch
batch jobs mapping

~
filter out running batch jobs and collect job-to-terminal read ‘
mapping for all multi-switch jobs (i.e., dump single-node Jnh-to:tem'ﬁlal
jobs and all jobs executed on compute nodes which mapping of
are all attached to a single InfiniBand switch) previous

l S — iteration

Filtering Tool

iteration after
predefined
sleep interval

job-to-termial NO
mapping
changed?

— <>
YES dump job-to-terminal w

mapping of multi-switch jobs

send
SIGURS2

OpenSM

Fig. 4: Flowchart of filtering tool

read job-to-terminal
mapping to calculate
scheduling-aware
routing configuration
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Routing Optimization with modified (DF-)SSSP

Why deadlock-free single-source shortest-path (DFSSSP) routing [pomke, 2011]7

Deadlock-free and topology-

U _ Algorithm 1: Scheduling-aware DFSSSP routing
agnostic C wide support range

Input: Network I = G(N, ')

. Job-to-terminal mapping B := [(nodeName, jobID), . . .|

ngh global throughput even Result: Scheduling-aware and deadlock-free routing configuration
: (Prg . n, forall ng,n, € N)

for irregular fat-trees [pomke, 2014] /n Brovens Nob-to-terminal mapping

foreach node n € N do

Distinguishes three node types: { n.jobList < empty list []

foreach pair (nodeName.jobID) € B do
CompUte’ IIO! and Other |_ if n.nodeName = nodeName then n_jobList.append(jobID)

f+ Optimize routing for compute nodes x [/

SAR ShOUId inherit these Neonea +— Sort N descending by the job size executed on n € N
good characteristics . foreach node na € Nooriea do

Calculate one path P”_r__”d for every pair (ny,ng), with nz € N,
with the modified Dijkstra algorithm (details in [6])
foreach node n, & N do

L if n. . jobList (| ng.jobList # () then

|_ Increase edge weight by +1 for each link in path P, ., ,

/+ Optimize routing for storage nodes * f

LI
/+ Optimize routing for all other nodes */

(DFSSSP was a Choice not /+ Create deadlock-free routing configuration *f
a requirement C SAR method
applicable to other routings, too)
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Routing Optimization with modified (DF-)SSSP

Scheduling-aware DFSSSP routing (or SAR) for
all J0] 2|0 p routes:

diob g g fil Algorithm 1: Scheduling-aware DFSSSP routing
Read job-to-node mapping file Input: Network I = G(N, C)

and add ]Ob IDs to nodes Job-to-terminal mapping B := [(nodeName, jobID), . . .|
Result: Scheduling-aware and deadlock-free routing configuration

Sort list of nodes by job size (Png ny forall ng,ny € N)

. . /+ Process job-to-terminal mapping
(  improves balancing for { foreach node n € N do
i i 2 ojoplie — e@pidiey [
lar ge J C\) b's whi ch 3 o gregrhqum' (rﬂc.’m;ge.;thﬂel'} € B do
net wor ko ) 4 | if n.nodeName = nodeName then n_jobList.append(jobID)

f+ Optimize routing for compute nodes =/

Search all pathS towards a Neonea +— Sort N descending by the job size executed on n € N
destination (w/ inverse Dijkstra) R e

Calculate one path Pi".r'-”d for every pair (ny,ng), with nz € N,
with the modified Dijkstra algorithm (details in [6])

Update edge weights only foreach node n, € N do
for intra_job paths 9 L if n. . jobList (| ng.jobList # () then

|_ Increase edge weight by +1 for each link in path P, ., ,

Calculate balanced routes /+ Optimize routing for storage nodes * /

L

for remaining nodes and /+ Optimize routing for all other nodes x/

create CyCIG'free CDG /+* Create deadlock-free routing configuration */

- w

(Furthermore: OpenSM extended to receive SIGUSR2 C triggers re-routing) T
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Scheduling-Aware Routing applied to previous Example

Hotspot (max. EFI) reduction from 160to 60
theoretically lower worst-case congestion [Heydemann, 1989]

Overall path balance improved and better utilization (no unused ports)
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One Implications of Optional Routing Changes

What happens if we change the LFTs while packets are in-flight?
Assume (simplified):
3-level fat-tree with static, flow-oblivious routing

2 flows (blue & green) to different destinations

Blue flow has 5 packets e

with sequence number
1é5 cur rflightt |/y

More packets are
waiting (6,

congested link between
LO and L1 switches

Fig. 7: Out-of-order packet delivery through

congestion and re-routing
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