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Abstract

Today’s scalable high-performance applications heavily

depend on the bandwidth characteristics of their commu-

nication patterns. Contemporary multi-stage interconnec-

tion networks suffer from network contention which might

decrease application performance. Our experiments show

that the effective bisection bandwidth of a non-blocking

512-node Clos network is as low as 38% if the network

is routed statically. In this paper, we propose and ana-

lyze different adaptive routing schemes for those networks.

We chose Myrinet/MX to implement our proposed routing

schemes. Our best adaptive routing scheme is able to in-

crease the effective bisection bandwidth to 77% for 512

nodes and 100% for smaller node counts. Thus, we show

that our proposed adaptive routing schemes are able to im-

prove network throughput significantly.

1 Introduction

As High Performance Computing (HPC) systems con-

tinue to increase in size, a growing part of the applications’

performance is driven by the interconnect implementation.

Beyond simple point-to-point metrics, one key measure of

the quality of the interconnect is the bisection bandwidth. It

is defined as the total bandwidth between two equal sections

of the network with the minimum number of links between

them. However, most vendors only define this metric in

terms of the number of links, totally oblivious to the effect

of contention on these links.

A new metric, called effective bisection bandwidth, has

been introduced in [6] to provide a more application-

oriented definition. The effective bisection bandwidth is

defined as the average link bandwidth that is available to

an application for all possible bisect communication pat-

terns. A bisect communication pattern is a pattern where

each node communicates with exactly one other node.

The scalability of many applications is determined by the

scalability of collective communication. Most implemen-

tations of collective communication assume certain band-

width guarantees from the network. In reality, contention

due to head-of-line blocking limits the effective bisec-

tion bandwidth of commonMultistage InterconnectionNet-

works (MINs), such as Myrinet [1], Quadrics [13] and In-

finiBand [18]. Simulations of statically-routed Clos and Fat

tree networks show that the average bandwidth of certain

collective patterns, such as the dissemination pattern [3], is

reduced to 40% on statically-routed networks that offer full

bisection bandwidth.

In this paper, we first measure the impact of static routing

on the effective bisection bandwidth. Then, we implement

and evaluate basic dispersive routing mechanisms, before

proposing an adaptive routing scheme that increases the ef-

fective bisection bandwidth.

The following section defines the context of our exper-

iments, followed by a discussion of related work in Sec-

tion 3. Section 4 explains our approach to the routing prob-

lem followed by the presentation of our benchmark results.

2 Context

This section defines the environment for our implemen-

tation. We explain certain distinctive properties of the inter-

connection network we use, the target MIN topology, and

several routing-related issues. The following section dis-

cusses the Myrinet/MX interconnect.

2.1 Myrinet / MX

Myrinet[1] is a well-known high-speed interconnect de-

veloped in 1994 byMyricom, based in part on prior research

performed at Caltech under DARPA sponsorship. Myrinet

uses source-routing, cut-through switching, and byte-level

hardware flow-control to implement a lossless low-latency

fabric. The Network Interface Card (NIC) contains an em-

bedded processor executing firmware that implements the



low-level communication stack. This firmware-based ap-

proach allows for greater flexibility in refining existing se-

mantics or adding new functionality. Myri-10G is the latest

generation of Myricom hardware. It uses the physical layer

of 10-Gigabit Ethernet, and either Myrinet or Ethernet pro-

tocol at layer 2. The 10-Gigabit Ethernet link has a data

rate of 10 Gb/s (12.5 Gbaud/s or 10.3125 Gbaud/s signal

rate, depending on the PHY used).

The Myrinet Express (MX) software interface is com-

posed of the firmware running on the NIC, the driver, and

the user-level library implementing the MX API. MX has

connection-oriented semantic, but a connection-less imple-

mentation. No Queue Pairs are established between pro-

cesses; a single MX endpoint in a process can communicate

with any other endpoint on the fabric, while using a con-

stant memory footprint (including buffers). At its heart, MX

uses a mix of Active Messages and Remote Memory Ac-

cess primitives, implementing fully asynchronous commu-

nications, even for large messages. MX provides in-order

matching but imposes no ordering requirement regarding

delivery and completion. It is thus particularly well-suited

for multi-rail configurations where packets can be sent over

multi-path networks.

Myrinet networks support arbitrary topologies. How-

ever, the common topology for full-bisection-bandwidth

configurations is the Clos network. The following section

describes this network topology and its parameters in de-

tail.

2.2 Clos Topology

The Clos network was designed as a telephone switch-

ing network in 1953 [4]. It falls into the category of Mul-

tistage Interconnection Networks and can be built with any

odd number of stages. Each network can be described by

three parameters: n and m that describe the input and out-

put port counts of the first layer switches and r which de-

fines the number of first layer switches. The middle layer

consists of m r-port switches. Clos networks are strictly

non-blocking if m ≥ 2n−1 and rearrangably non-blocking

if m ≥ n. Technology and economics drive the usage of

fully-connected crossbars, for which m = n, as basic build-
ing blocks. Thus, Clos networks used in today’s HPC net-

works are rearrangably non-blocking.

This design guarantees that, in a full Clos network, for a

given traffic pattern, there is at least one set of routes that

provides full bisection bandwidth. However, in statically-

routed networks, the same set of routes may generate heavy

contention for a different pattern. In other words, the opti-

mal set of routes depends on the traffic pattern.

Clos networks using small crossbars can be rather inef-

ficient. The k-ary n-tree network [8], also called fat tree, is

commonly used to optimize this network design by combin-

ing the crossbars in the middle. Those networks have very

similar properties to Clos networks, and k-ary n-tree net-

works can be built with full bisection bandwidth like Clos

networks. Similarly, the effective bandwidth depends on the

traffic pattern when using static routes.

2.3 Source Routing

Myrinet, like other high-performance interconnects such

as Quadrics, uses source routing. The entire path of each

packet is known when it is injected into the network fab-

ric. The routing information, composed of a byte for every

crossbar traversed, is prepended to each packet header. This

design limits the complexity and the processing latency of

the crossbars because no local routing decision has to be

performed at each hop. Furthermore, source routing allows

for concurrent use of multiple paths in the network. In fact,

the sender NIC can arbitrarily choose a different route on a

per-packet basis.

When using the Up*Down* [16] routing algorithm, the

Clos topology provides multiple shortest-path deadlock-

free redundant routes between each pair of nodes. For a

full p-stage Clos composed of n-port crossbars, there are

(n/2)⌊(p/2)⌋ different routes available. It is important to

note that packet ordering is only guaranteed for a single

route. Packets sent along different routes in the fabric may

(and in case of contention most likely will) not arrive in or-

der.

2.4 Flow Control

Myrinet crossbars implement a cut-through switching,

variant known as wormhole switching. When the head of a

packet arrives at an input port of a crossbar, the first routing

byte is used to find the requested output port and is then dis-

carded. If the output port is unused at this time, the packet

is immediately forwarded; if the packet is long enough, it

may in fact traverse several crossbars simultaneously, thus

the term wormhole switching.

If the requested output port is busy, the packet will be

blocked. This situation is called Head of Line (HOL) block-

ing and this is the main source of contention in modern

interconnects. While the head is blocked, the tail of the

current packet and eventually the following packets will be

temporarily received into the input port buffer. When this

buffer becomes full, the hardware uses STOP/GO symbols

to back-pressure the previous hop, eventually stopping the

sender NIC itself. Since packets are finite in size and since

the crossbars’ scheduling is fair, the worst HOL blocking

at each crossbar is bounded in time to guarantee progress.

However, this contention does reduce the effective band-

width of the links.
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Figure 1. A 512-node Clos network with full bisection bandwidth built from 32-port crossbars

3 Related Work

Several researchers identified the problems in modern

interconnect fabrics [14]. One approach is to reduce the

impact of hot-spot contention and head-of-line blocking by

throttling the sender [15]. Martinez et al. proposed a fully

adaptive routing scheme for InfiniBand networks [10] that

requires significant changes to the crossbar switches and

thus is currently not implemented. A simpler scheme for In-

finiBand which uses multiple endpoint addresses (LIDs) per

node has been proposed in [9] and implemented in [19]. An-

other scheme to optimize routing in fat-tree networks that

requires global routing information and a specialized hard-

ware has been proposed in [5]. Boppana et al. [2] compare

different adaptive wormhole algorithms by simulation.

One practical implementation that leverages a decen-

tralized routing scheme and does not require global rout-

ing knowledge has been implemented for InfiniBand [19].

However, several technical problems, for example the re-

quirement of large routing tables in all switches and the

huge number of endpoint contexts (InfiniBand Queue Pairs)

render this approach rather impractical for medium to large-

scale networks. Furthermore, the used simple round-robin

scheme still suffers from head-of-line blocking.

Quadrics[13] implements a form of adaptive routing by

selectively using destination routing instead of source rout-

ing: the crossbars themselves select a free path on the as-

cent in the fat tree, and use the corresponding fixed route on

the descent. However, this method is still subject to HOL

blocking on the way down.

More recently, Woven Systems demonstrated full bisec-

tion bandwidth through their 144-port switch on a 128-node

Ethernet cluster at Sandia[17]. There are few details on

Woven’s Active Congestion Management besides the use

of custom chips on each port of the switch to monitor the

traffic and rebalance the streams.

We will discuss a different approach to the problem,

called dispersive routing, in the next section.

4 Dispersive Routing

In source-routed networks, each packet carries its own

routing information. Therefore, it is possible to assign dif-

ferent routes through the fabric on a per-packet basis. This

method of sending packets along different paths is called

dispersive routing.

4.1 Randomized Oblivious Routing

A first approach to solve the contention problem is to

randomly change route for each packet. This randomized

oblivious routing algorithm always tries to spread traffic on

all available links, without considering any other factors.

This method statistically reduces contention by trans-

forming any structured traffic into pseudo-random traffic.

As presented in [7], a single full crossbar yields a theoreti-

cal efficiency of 58.6% under such random traffic. Altough

this result cannot be directly applied to a Clos network com-

posed of multiples crossbars, it indicates that ramdomized

oblivious routing could be more efficient for the average

case than static routing.

Besides the statistical limitation of the network effi-

ciency, this algorithm generates the worst amount of out-

of-order packets. Fortunately, MX was designed to not re-

quire strong ordering on the wire. However, other low-level

network protocols such as InfiniBand do currently rely on

per-connection in-order arrival at the receiving NICs and

are forced to drop out-of-order packets.

4.2 Adaptive Routing

All modern high-speed networks implement some sort of

flow control in hardware, such as the one described in Sec-

tion 2.4. When there is contention in the fabric, the sender

NIC will eventually stop injecting packets. On Myrinet, the

NIC firmware knows when the back-pressure flow control

is stopping outgoing traffic. This information can be used

to sense contention in the network and only use dispersive

routing when contention occurs.



This adaptive routing behaves as static routing when no

contention is sensed, sending packets in order along a single

route. However, it does change routes randomly when a

packet is stopped due to flow control. In the worst case,

when all packets are blocked, this method degenerates into

the randomized oblivious routing.

By keeping a single route when there is no contention,

adaptive routing does improve the effective bisection by not

using resources on other links, and thus reduces the prob-

ability of head-of-line blocking. This algorithm can reach

full bisection bandwidth if all pairs eventually settle on a

non-blocking route.

4.2.1 Adaptive dispersion threshold

However, this routing scheme has several limitations. First

of all, back-pressure is not a precise indicator of contention.

It is certainly evidence of some contention somewhere in the

fabric, but input buffers on each crossbar are large enough

to contain a full 4KB packet. Thus, the contention may be

generated by any of the last few packets sent.

As a practical example, a series of packets is sent to a

remote NIC: the first packet is blocked at the third hop on its

route, the subsequent second and third packets are buffered

along the way and the NIC detects that the fourth packet is

stopped by flow control. It changes route for the fifth packet

for this destination, hoping to work around the contention.

However, the second and third packet are still using the first

route, and will probably be blocked as well. The NIC will

thus change route two more times whereas the second route

may have been the non-blocking one.

To alleviate this issue, the dispersion is enabled only

after the number of blocked packets exceeds a specified

threshold, at least as large as the number of packets that can

be buffered in the switch fabric. Increasing this threshold

further allows for better contention detection, at the price of

slower convergence.

4.2.2 Adaptive dispersion probability

Interference between pairs is another limitation. As the

Myrinet crossbars are fair, two incoming streams of packets

competing for the same output port will be processed fairly,

one packet of each stream at a time. So when two routes

share a link in the network, the hardware flow control will

eventually stop both sender NICs, for half of the time if all

packets are of the same size. Using the adaptive routing,

both sender NICs will change routes at the same time, po-

tentially interfering with two other streams, and so on.

A dampening mechanism is needed to prevent such a

chain reaction. Upon sensing a contention, the sender NIC

will have a specific probability of changing route, while

keeping the current route otherwise. This probability can

be set to reduce the cases where both senders disperse at the

same time, again at the cost of slower convergence.

4.3 Probing Adaptive Routing

The instability of the adaptive routing is due to the fact

that the new route may not be better than the old one in

terms of contention. In fact, the new route is very likely

to share a link with another communication pair. In order

to converge to a non-blocking set of routes, the dispersive

routing mechanism needs to change route only when the

new route is known to be contention-free.

For this purpose, it is possible to probe an alternate route

to estimate the suitability of the new path. This Myrinet-

specific implementation allows the probing of a new path

in the order of microseconds, without interfering with po-

tentially existing traffic since the probe packets require very

little bandwidth. If it has been established that the alternate

route is already in use, another route is randomly probed.

This repeats until an unloaded path is finally found or un-

til all possible routes have been probed multiple times, at

which point the route is changed to force another sender to

evaluate other routes.

4.4 Convergence

None of the adaptive routing schemes presented above

rely on global knowledge. Such knowledge of all current

communications on the fabric at a given time would allow

for a near-perfect scheduling of resources, resulting in full

bisection bandwidth. However, the time required to gather

all this information in a central location for a global anal-

ysis and then disseminate the scheduling back to each NIC

would be substantial for large networks, possibly rendering

the scheduling information obsolete by the time is it dis-

seminated.

On the contrary, a local decision fueled by local knowl-

edge does not require communication between peers and

can adapt faster to changes in the local context. However,

trying to converge to a global solution (that we know always

exists on a Clos topology) using only local decisions is a

well-known problem that genetic algorithms and other sta-

tistical refinement techniques have been tackling for years.

Similar to the global knowledge case, the system may not

converge to a global solution in time to be relevant.

4.4.1 Number of routes

Several parameters influence the speed of convergence. The

size of the crossbars dictate the number of possible paths in

the Clos network. The larger the crossbars, the larger the

number of routes from which to choose. Furthermore, as

the next route to disperse (or to probe) is chosen randomly,

the cost of trying all possible paths is not linear.



However, since it is possible to react to contention on a

per-packet basic, the granularity of the route change is in

the order of the transmission time of a packet, modulated

by the dispersion threshold/probability. For large messages,

the chosenMaximumTransfer Unit (MTU) onMyrinet/MX

is 4KB, which takes 3.5 µs to be injected into the network.

For the probing adaptive scheme, the probing time is equiv-

alent to a round-trip time, in the order of 4 µs. If it takes

on average 2n packets to find a non-blocking path among

n routes, the minimum message size needed to converge

would be 128 KB for 4 KB packets on a Clos with 16 pos-

sible routes.

Furthermore, for a given crossbar size, the number of

possible routes between two peers grows dramatically with

the number of stages. Per Section 2.3, there are 16 possible

routes in a 512-node Clos network built from 32-port cross-

bars, but this number jumps to 256 routes for 8192 nodes.

At this scale, it is not practical to store all the routes in the

NIC memory, and it becomes necessary to fetch them from

host memory when needed or use only a subset.

4.4.2 Local optimum

The Clos topology guarantees that there is at least one glob-

ally optimal solution. However, it is possible for part of

a random bisection system to converge to a local optimum

that prevents the rest of the traffic to converge. For exam-

ple, a NICmay never find an unused path among all possible

routes because each path has a link that is in use by another

communication. In this case, it is necessary to break the lo-

cal optimum and hope for later convergance toward a global

optimum.

Only the probing adaptive scheme is affected by this sit-

uation. Indeed, a route dispersion occurs when an alter-

nate path is determined to be unused. If none of the pos-

sible routes are eligible, the sender NIC will continuously

probe different paths, never dispersing. This situation can

be handled by limiting the number of unsuccessful probes

and force dispersion when this limit has been reached. This

reaction can be enhanced by temporarily elevating the dis-

persion threshold following such forced dispersion, in order

to force the node part of the local optimum to lose the battle

and disperse first. In any event, breaking a local optimum

is costly in term of packets, and would require very large

messages to finally converge.

5 Performance Evaluation

In this section, we present a benchmark methodology to

assess the effective bisection bandwidth and show results of

the different techniques discussed in the previous sections.

5.1 Experimental Testbed

The performance evaluation was performed on a 512-

node Myrinet cluster at the University of Southern Califor-

nia. Each node is equipped with two Intel Quad-Core Xeon

E5420 at 2.5 GHz, 12 or 16 GB of memory and one single-

portMyri-10G 10-GigabitMyrinet NIC in a PCI Express x8

slot. The Myrinet switch is a single 21U enclosure with 512

copper ports using DensisShield TM(mini-CX4) connectors.

This is a 3-stage full Clos topology, using 32-port crossbars:

each of the 32 switch line cards provide 16 connections to

the nodes, and 16 links to the spine which is composed of

16 crossbars, as shown in Figure 1.

There are 16 possible routes between each pair of nodes,

a total of 8192 routes stored in the firmware of each NIC.

The nodes runs Linux 2.6.9 and MX 1.2.6 with a few

firmware additions to dynamically select the type of route

dispersion and the dispersion parameters at runtime.

5.2 Benchmarks

The benchmark we use is measuring the bisection band-

width for different random bisection communication pat-

terns. We generate random communication patterns using

the Mersenne Twister [11] pseudo-random number genera-

tor. A pattern for P endpoints (nodes) is generated by the

following algorithm:

• randomly split the network of size P into two equally

sized groups A and B

• randomly create P/2 pairs such as that every pair con-

sists of a node from A and B

• guarantee that no node is in more than a single pair

(has more than one partner in the other group)

Thus, a large enough number of measurements with random

bisect patterns represents the effective bisection bandwidth

of the network.

We used the Message Passing Interface (MPI) imple-

mentation MPICH-MX 1.2.7..5 to run the benchmarks. Af-

ter generating a pattern ω, every node begins to receive

and send data from/to its designated peer in a non-blocking

way (cf. ping-ping in the Pallas/IMB benchmarks [12]). In

parallel, this pattern is known as pair-wise exchange and

is sometimes used by implementations of MPI Alltoall on

large messages. Each node p (∀p = 1, . . . , P ) takes the

time tωp that is needed to exchange 50 messages of size

s = 1 MiB with its peer.

The benchmark keeps record of all the achieved band-

widths bω
p = s/tωp and computes the average bisection band-

width of every pattern ω:

bω
avg =

∑p
1 bω

p

p
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Figure 2. Static routing

.

The benchmark then reports the minimum, maximum

and average bandwidth achieved across all different pat-

terns. We measured 5000 different patterns for each con-

figuration. The following section shows the results for dif-

ferent node counts and configurations.

5.3 Results

Even though the link rate of Myri-10G is 10+10 Gb/s

(1.25+1.25 GB/s), the benchmark sends only one message

at a time in each direction, similar to a Ping-Pong bench-

mark. At a size of 1 MiB, the nominal Ping-Pong band-

width between two nodes on the cluster is 1090 MiB/s.
This is our baseline performance for the following results,

representing measurements from 16 to 512 nodes.

Figure 2 shows a plot of the results for static routing, i.e.

no route changes. This shows that the average effective bi-

section bandwidth decreases to 414.3 MiB/s at 512 nodes,
which is 38% of the full bisection bandwidth. Similar re-

sults have been shown in [6] for statically-routed InfiniBand

systems.

The randomized oblivious routing, introduced in Sec-

tion 4.1, chooses a different random route from a set of 16

routes for every packet. Thus, it is comparable to the solu-

tion discussed by Vishnu et al. in [19]. However, Vishnu et

al. only discuss a particular worst-case pattern. Our mea-

surements show that the randomized oblivious routing im-

proves the performance of the worst case compared to static

routing. However, the average case is performing as bad as

the worst case for this scheme, which is even worse than

static routing for some node counts. Thus, we conclude

that the randomized oblivious routing is able to improve

the worst case slightly but also performs worse for some

configurations. The stagnation around 566.6 MiB/s also

supports the results from Karol et al. in [7] who predicted
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Figure 3. Randomized oblivious routing
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Figure 4. Adaptive routing

a upper bound of 58% (623.5 MiB/s in our case). How-

ever, as packets are systematically dispersed on all possible

paths, the average load on each link of the fabric is constant

and this load does not depends on the specific communica-

tion pattern. Therefore, the gap between the worst, average

and best cases for the randomized oblivious scheme is very

narrow. This shows great fairness and determinism, which

are valuable characteristics in distributed systems.

Figure 4 shows the adaptive routing scheme which

changes routes every time a contention is sensed as de-

scribed in Section 4.2. We used a dispersion threshold of 4

blocked packets and a dispersion probability of 50%. This

scheme achieves a performance improvement relative to the

randomized oblivious routing up to 128 nodes. As the net-

work becomes more congested with growing node count,

the scheme degenerates towards randomized oblivious rout-

ing. However, the dispersion threshold and probability (4,

50%) used in the adaptive scheme limit the frequency of

route changes. Thus, the performance is slightly lower for
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Figure 5. Probing adaptive routing

the large node counts.

The probing adaptive routing, shown in Figure 5 and de-

scribed in Section 4.3 delivers the best results for all node

counts. In the best case, the full bisection bandwidth is

reached up to 256 nodes. In the worst case, a minimum of

72% of full bisection is sustained. On average, this scheme

delivers respectively 92% and 77% of full bisection at re-

spectively 128 and 512 nodes. We did a full parameter study

for threshold and probability to get the best results, using

the discrete values 0, 4, 8 and 16 for the threshold, and 50%

and 100% for the probability. The best combination over-

all is (16, 100%) and the corresponding results were used

in Figure 5. However, for small configurations (up to 128

nodes), the choice of parameters was not significant, i.e. all

results were in a range of 10% of each other for most param-

eters. Even for large node counts, the variations between all

combinations were limited.

Figure 6 shows all results plotted in a single diagram.

The error bars indicate the minimum and maximum effec-

tive bisection bandwidth. It can clearly be seen that the

probing adaptive routing performs significantly better than

all other schemes.

5.4 Bridge pattern

One particularly interesting communication pattern that

is not subject to the local optimum convergence problem is

theBridge pattern. In this pattern, all nodes connected to the

same first crossbar of the Clos network (which corresponds

to a single line card in the Myrinet switch) communicate

with all nodes connected to a different crossbar. For exam-

ple, on a Clos of n-port crossbars, nodes [0 : n − 1] are
paired with nodes [n : 2n − 1], nodes [2n : 3n − 1] are
paired with nodes [3n : 4n − 1] and so on.

In this pattern, all of the contenders for the possible

routes on the way up and down on the Clos network belong
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Figure 6. Comparison of all schemes
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Figure 7. Comparison for the bridge pattern

to the same groups. Figure 7 shows the effective bisection

bandwidth of the various routing schemes on different node

counts. The probing adaptive scheme delivers over 98% of

the full bisection bandwidth at any size, while all the other

methods average around 56%.

This pattern is important because it could be used in the

scheduling of topology-aware collective communications

such as MPI Alltoall. If the MPI implementation would

know which nodes belong to the same first-level crossbars,

it could use this knowledge to schedule point-to-point com-

munications that follow a bridge pattern, leveraging the full

bisection bandwidth provided by the interconnect.

6 Conclusions and Future Work

We have shown in this paper that the effective bisec-

tion bandwidth on full bisection interconnects greatly de-

pends on the routing strategy. We have implemented and

evaluated several dispersive routing schemes on real hard-



ware and we have shown that the probing adaptive routing

yields the best effective bisection bandwidth, almost twice

as much as static routing.

However, dispersive routing requires the interconnect to

support source routing and tolerate out-of-order packets. To

the best of our knowledge, these two requirements are ful-

filled by Myrinet and Quadrics; while InfiniBand relies on

strong packet order. Ethernet does not currently support

source routing and the performance of protocols like TCP

requires strong order as well.

A large body of work remains on this topic. Beyond eval-

uating the effect of probing adaptive routing on real-world

applications, proper attention should be paid to the conver-

gence problem: how fast does the routing adapt to a new

contention situation? Could it be more efficient to gather

global knowledge? At what cost? Furthermore, designing

topology-aware collective communications offer the possi-

bility of greatly improving the efficiency and the scaling of

some of the most critical communication primitives.
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