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NEED FOR EFFICIENT LARGE-SCALE SYNCHRONIZATION
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Various 
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LOCKS An example 

structure

Inuitive 

semantics



spcl.inf.ethz.ch

@spcl_eth

LOCKS: CHALLENGES
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Calciu et al.: NUMA-aware reader-writer locks, PPoPPô13
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LOCKS: CHALLENGES
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We need intra- and 

inter-node topology-

awareness

We need to cover 

arbitrary topologies
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LOCKS: CHALLENGES
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[1] V. Venkataramani et al. Tao: How facebook serves the social graph. SIGMODô12.

We need to distinguish 

between readers and writers

We need flexible

performance for both types 

of processes
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What will we use in the 

design?
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WHAT WE WILL USE
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Mellor-Crummey and Scott: Algorithms for Scalable Synchronization on Shared-Memory Multiprocessors, ACM TOCSô91
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WHAT WE WILL USE

Reader-Writer Locks

...

W

R

R

R

R



spcl.inf.ethz.ch

@spcl_eth

How to manage the 

design complexity?

How to ensure tunable 

performance?

What mechanism to use 

for efficient 

implementation?
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REMOTE MEMORY ACCESS (RMA) PROGRAMMING
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TH, J. Dinan, R. Thakur, B. Barrett, P. Balaji, W. Gropp, K. Underwood: Remote Memory Access Programming in MPI-3, ACM TOPCô15
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REMOTE MEMORY ACCESS PROGRAMMING

Á Implemented in hardware in NICs in the majority of HPC 

networks (RDMA support).


