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[Extreme-Scale] Graph Computations

What are the 
concrete workloads 

we care about?
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Graph Analytics Fundamental Problems and Algorithms [1, many others]

[1] A. Iosup et al.: LDBC Graphalytics: 
A benchmark for large-scale graph analysis 
on parallel and distributed platforms. VLDB’16.

3

Genome traversals
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Problems!

4

We need lots of 
hardware resources 

to store them

Running analytics 
on large graphs gets 

slow

What does 
“huge” mean?
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Problems!

5

[1] Heng Lin et al.: ShenTu: Processing Multi-Trillion Edge Graphs 
on Millions of Cores in Seconds, SC18, Gordon Bell Finalist

What does 
“huge” mean? [1] M. Besta et al.: “Log(Graph): A Near-Optimal High-Performance Graph Representation”, PACT’18

[2] M. Besta, T. Hoefler. “Survey and taxonomy of lossless graph compression and space-efficient 
graph representations”, arXiv’19

Lossless compression incurs expensive decompression and 
it hits fundamental storage lower bounds [1,2]

271 billion vertices,
12 trillion edges [1]

> 233 TB
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Run graph analytics workloads 
on these sparsified graphs

6

What if we don’t want full precision?Remove some 
edges and / or 
vertices (i.e., 

sparsification)

Let’s see a curious motivation…
6
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?

.jpg .mp3

?
JPG & MP3 target specific things

(pictures & sound)
Slim Graph targets specific classes 
of graph workloads / properties

8
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... Abstraction & programming model for 
easy development and rapid prototyping of 

lossy graph compression methods

... Criterion (criteria?) to assess the 
accuracy of lossy graph compression methods

... Compression method that preserves 
different graph properties that are important 

for the practice of graph processing

... High-performance and extensible
system for implementing and executing lossy 

graph compression

Slim Graph delivers a simple, intuitive, versatile ...

≈
?

Number of ways [1] to sparsify
(compress) a graph with n vertices

𝑂 2
𝑛
2

[1] R. C. Entringer, P. Erdos. 
“On the Number of Unique 

Subgraphs of a Graph”, 
Journal of Combinatorial 

Theory 1972

12
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2

3
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Slim Graph: Abstraction & Programming Model

13

Let’s see 
some 

examples…

Different kernels 
enable different 

compression 
methods

Central concept is compression 
kernels: small code snippets 
that remove specified local

parts of the graph
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Slim Graph: Abstraction & Programming Model Vertex kernels: removing degree-0 vertices

Connected components (other than 
single vertices) are preserved

11
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Slim Graph: Abstraction & Programming Model Vertex kernels: removing degree-0 vertices

Connected components (other than 
single vertices) are preserved

0
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Slim Graph: Abstraction & Programming Model

Input:

Edge kernels: random uniform sampling

Relative neighborhood sizes provide 
information about., e.g., vertex importance

Sparse/dense neighborhoods 
preserved w.h.p.

13
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Slim Graph: Abstraction & Programming Model Edge kernels: random uniform sampling

Relative neighborhood sizes provide 
information about., e.g., vertex importance

Sparse/dense neighborhoods 
preserved w.h.p.

14
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Slim Graph: Abstraction & Programming Model More kernels

118
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Slim Graph: Abstraction & Programming Model More kernels
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Slim Graph: Abstraction & Programming Model More kernels

120
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How expressive is the compression kernel abstraction?
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How expressive is the compression kernel abstraction?

We investigated over 
500 papers to distill the 

key classes of graph 
sparsification
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How expressive is the compression kernel abstraction?

We investigated over 
500 papers to distill the 

key classes of graph 
sparsification

Random uniform (and 
other forms of) sampling

Spectral sparsifiers
(preserve spectra)

Cut sparsifiers
(preserve cuts)

Summarizations
(preserve 

neighborhoods)

Spanners
(preserve 
pairwise 

distances)
Others
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... Abstraction & programming model for 
easy development and rapid prototyping of 

lossy graph compression methods

... Criterion (criteria?) to assess the 
accuracy of lossy graph compression methods

... Compression method that preserves 
different graph properties that are important 

for the practice of graph processing

... High-performance and extensible
system for implementing and executing lossy 

graph compression

Slim Graph delivers a simple, intuitive, versatile ...

≈
?

Number of ways [1] to sparsify
(compress) a graph with n vertices

𝑂 2
𝑛
2

[1] R. C. Entringer, P. Erdos. 
“On the Number of Unique 

Subgraphs of a Graph”, 
Journal of Combinatiorial

Theory 1972

24
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Slim Graph: A Novel Compression Method "Triangle Reduction” Triangle kernels: 
Triangle Reduction 

Each triangle, with a certain 
selected probability p, is „reduced” 

– some of its parts are removed.

As we show later, it 
preserves different 

graph properties

Here, we consider 
one edge in a 

triangle
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Slim Graph: A Novel Compression Method "Triangle Reduction” Triangle kernels: 
Triangle Reduction 

How versatile is 
Triangle Reduction?

Each triangle, with a certain 
selected probability p, is „reduced” 

– some of its parts are removed.

As we show later, it 
preserves different 

graph properties

Here, we consider 
one edge in a 

triangle
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The key summary
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The key intuition behind preserving distances by Triangle Reduction

This is the shortest path 
between two green vertices 
in the uncompressed graph

In the worst-case, this will 
be a new shortest path in 

the compressed graph

By how much 
can distances 

increase?

Now we 
apply Triangle 

Reduction!

20
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Theoretical Analysis of Slim Graph

Summarization
Edge sampling

Spectral sparsifiers

Spanners

Triangle Reduction

Vertex Sampling

29
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Theoretical Analysis of Slim Graph Different graph properties

Different compression
methods

Summarization
Edge sampling

Spectral sparsifiers

Spanners

Triangle Reduction

Vertex Sampling

We analyzed the impact of 6 fundamental 
lossy graph compression methods 

(implemented with different compression 
kernels) on >12 different graph properties  

(…+ some others )

29
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Theoretical Analysis of Slim Graph
We derive / provide 

60+ bounds (it’s 
actually close to 

100 now)

Different graph properties

Different compression
methods

Summarization
Edge sampling

Spectral sparsifiers

Spanners

Triangle Reduction

Vertex Sampling

We analyzed the impact of 6 fundamental 
lossy graph compression methods 

(implemented with different compression 
kernels) on >12 different graph properties  

(…+ some others )
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... Abstraction & programming model for 
easy development and rapid prototyping of 

lossy graph compression methods

... Criterion (criteria?) to assess the 
accuracy of lossy graph compression methods

... Compression method that preserves 
different graph properties that are important 

for the practice of graph processing

... High-performance and extensible
system for implementing and executing lossy 

graph compression

Slim Graph delivers a simple, intuitive, versatile ...

≈
?

Number of ways [1] to sparsify
(compress) a graph with n vertices

𝑂 2
𝑛
2

[1] R. C. Entringer, P. Erdos. 
“On the Number of Unique 

Subgraphs of a Graph”, 
Journal of Combinatiorial

Theory 1972

34
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Slim Graph: Criteria for Compression Accuracy

≈
?

Which compression scheme is 
better (= more accuracy) for 

which graph property?

One can analyze this in theory. This 
gives fundamental insights. But… it 

may be very hard or impossible.

>
?

>
?

22



spcl.inf.ethz.ch

@spcl_eth

Slim Graph: Criteria for Compression Accuracy

Type of workload output: 
vertex importance scores

Examples: Degree 
Centrality, Betweenness

Centrality, Katz Centrality

Metric: #reorderings, 
i.e., “How many pairs of 
vertices swapped their 

importance after 
compression?”

v1 v3

v2
v4 v5

v6

v7

v8

v1 is

v2 is

v3 is

v4 is

v5 is

v6 is

v7 is

v8 is

v1 is

v2 is

v3 is

v4 is

v5 is

v6 is

v7 is

v8 is

Time to compress! 

v4 > v1

v5 > v7

Let’s use degree 
centrality

23
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Slim Graph: Criteria for Compression Accuracy

Type of workload output: 
vertex importance scores

Examples: Degree 
Centrality, Betweenness

Centrality, Katz Centrality

Metric: #reorderings, 
i.e., “How many pairs of 
vertices swapped their 

importance after 
compression?”

v1 v3

v2
v4 v5

v6

v7

v8

v1 is

v2 is

v3 is

v4 is

v5 is

v6 is

v7 is

v8 is

v1 is

v2 is

v3 is

v4 is

v5 is

v6 is

v7 is

v8 is

Time to compress! 

v4 > v1

v5 > v7

Let’s use degree 
centrality

23

v1  v2  v3  v4  v5  v6  v7  v8 v1  v2  v3  v4  v5  v6  v7  v8

P(x): Probability 
distribution before 

compression

Q(x): Probability 
distribution after 

compression
DIVERGENCE(            ,           ) 
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... Abstraction & programming model for 
easy development and rapid prototyping of 

lossy graph compression methods

... Criterion (criteria?) to assess the 
accuracy of lossy graph compression methods

... Compression method that preserves 
different graph properties that are important 

for the practice of graph processing

... High-performance and extensible
system for implementing and executing lossy 

graph compression

Slim Graph delivers a simple, intuitive, versatile ...

≈
?

Number of ways [1] to sparsify
(compress) a graph with n vertices

𝑂 2
𝑛
2

[1] R. C. Entringer, P. Erdos. 
“On the Number of Unique 

Subgraphs of a Graph”, 
Journal of Combinatiorial

Theory 1972

38
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Slim Graph: High-Performance Extensible System
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Slim Graph: High-Performance Extensible System

Add new compression 
schemes by modifying 

current kernels or adding 
new ones



spcl.inf.ethz.ch

@spcl_eth

39

Slim Graph: High-Performance Extensible System

Compress graphs 
(go off node if 

necessary)
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39

Slim Graph: High-Performance Extensible System

Compress graphs 
(go off node if 

necessary)

Evaluate selected 
graph algorithms
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Slim Graph: High-Performance Extensible System

Use and add 
new accuracy 

metrics 
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Slim Graph: High-Performance Extensible System
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Slim Graph: High-Performance Extensible System
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PERFORMANCE ANALYSIS

USED MACHINES & GOALS

CSCS Ault server, 768 GB of DRAM

CSCS Cray Piz Daint,
64 GB per compute node

46
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Storage Reductions vs. Speedups vs. Accuracy Loss [vs. Compression Overhead]

Slim Graph enables comparison 
and analysis of four aspects of 

lossy graph compression

Storage
reductions

A
ccu

racy lo
ss

Compression
method B

Compression
method A

≈
?

Various workloads and graphs
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Triangle Reduction Analysis Selected insights…

Colors indicate the compression ratio: 
ratio of the number of edges in the 
compressed graph to the number of 

edges in the original graph

Social network Social network Web metadata

Storage reduced even by > 4x 
(depends on the structure)

Runtime reduced even by > 50%

Surprising effects 
revealed: runtime can 

increase with fewer
edges (synchronization!)

Workload: BFS traversal

0.1  0.3  0.5  0.7  0.9 0.1  0.3  0.5  0.7  0.9 0.1  0.3  0.5  0.7  0.9

1.0

0.5

0.0

p: probability of reducing a triangle

R
u

n
ti

m
e

re
d

u
ct

io
n

[r
e

la
ti

ve
 r

at
io

]

48
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Triangle Reduction Analysis Selected insights…

Colors indicate the compression ratio: 
ratio of the number of edges in the 
compressed graph to the number of 

edges in the original graph

Social network Social network Web metadata

Storage reduced even by > 4x 
(depends on the structure)

Runtime reduced even by > 50%

Surprising effects 
revealed: runtime can 

increase with fewer
edges (synchronization!)

Workload: BFS traversal

0.1  0.3  0.5  0.7  0.9 0.1  0.3  0.5  0.7  0.9 0.1  0.3  0.5  0.7  0.9
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p: probability of reducing a triangle
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Triangle Reduction Analysis Selected insights…

Colors indicate the compression ratio: 
ratio of the number of edges in the 
compressed graph to the number of 

edges in the original graph

Social network Social network Web metadata

Storage reduced even by > 4x 
(depends on the structure)

Runtime reduced even by > 50%

Surprising effects 
revealed: runtime can 

increase with fewer
edges (synchronization!)

Workload: BFS traversal

0.1  0.3  0.5  0.7  0.9 0.1  0.3  0.5  0.7  0.9 0.1  0.3  0.5  0.7  0.9

1.0

0.5

0.0

p: probability of reducing a triangle
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Storage reduced by 
> 10x

Runtime reduced by 
> 75%

Distances increase 
at most by 8x, but 
proportionally to 
the original ones
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Metrics Analyses
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Metrics Analyses

Both reordering and divergence based accuracy 
metrics’ values increase monotonically (in all 

the cases) with the scope of compression.



spcl.inf.ethz.ch

@spcl_eth

SLIM GRAPH ENABLES DISTRIBUTED

COMPRESSION FOR LARGE GRAPHS

53
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40% edges removed 70% edges removedUncompressed

Distributed Large-Scale Lossy Compression with Slim Graph

5 largest publicly available
real-world graphs

Slim Graph enabled us to discover 
an interesting effect of “removing 

the clutter” – (mild) sampling could 
be used as preprocessing

I/O time is reduced 
(benefits any 
computation)

Compression takes 3.8s Compression takes 3.6s
Results for the largest graph:

Use Slim Graph to 
find novel use 
cases of lossy

graph compression
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... Abstraction & programming model for 
easy development and rapid prototyping of 

lossy graph compression methods

... Criterion (criteria?) to assess the 
accuracy of lossy graph compression methods

... Compression method that preserves 
different graph properties that are important 

for the practice of graph processing

... High-performance and extensible
system for implementing and executing lossy 

graph compression

Slim Graph delivers a simple, intuitive, versatile ...

≈
?

Number of ways [1] to sparsify
(compress) a graph with n vertices

𝑂 2
𝑛
2

[1] R. C. Entringer, P. Erdos. 
“On the Number of Unique 

Subgraphs of a Graph”, 
Journal of Combinatiorial

Theory 1972

56

1
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SLIM GRAPH OVERVIEW

A COMPRESSION ABSTRACTION & MODEL A VERSATILE COMPRESSION SCHEME COMPRESSION ACCURACY CRITERIA

https://github.com/
rgersten/SlimGraph

TAXONOMY OF THEORY OF SPARSIFICATION

Ongoing work…

.sg

Guidelines

THEORETICAL ANALYSIS & EVALUATION

HIGH-PERFORMANCE SYSTEM
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Backup Slides and Slides’ Variants



spcl.inf.ethz.ch

@spcl_eth

Various real-world graphs are usedVarious workloads are considered

59

Selected insights…



spcl.inf.ethz.ch

@spcl_eth

60

Compressing Largest-Scale Graphs with Slim Graph
The first 

analysis of 
the impact 
of spanners 
on degree 

distribution

An 
interesting 
“leveling” 

effect
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How large are extreme-scale graphs today?

271 billion vertices,
12 trillion edges [4]

[4] Heng Lin et al.: ShenTu: Processing Multi-Trillion Edge Graphs on Millions of Cores in Seconds, SC18, Gordon Bell Finalist 61

Laboratory for Web Algorithmics datasets [1]

Web data commons datasets [2]

[1] http://law.di.unimi.it/datasets.php

[2] http://webdatacommons.org/hyperlinkgraph/2012-08/download.html

> 1.7 TB

> 875 GB

> 625 GB

> 233 TB

The runs used nearly all 
memory on compute 
nodes of TaihuLight!

> 2.5 TB

http://law.di.unimi.it/datasets.php
http://webdatacommons.org/hyperlinkgraph/2012-08/download.html
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How about 
lossless 

compression?

Ω

[1] M. Besta et al.: “Log(Graph): A Near-Optimal High-Performance Graph Representation”, PACT’18

[2] M. Besta, T. Hoefler. “Survey and taxonomy of lossless graph compression and space-efficient graph representations”, arXiv’19 40
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Problems!

[1] M. Besta et al.: “Log(Graph): A Near-Optimal High-Performance Graph Representation”, PACT’18

[2] M. Besta, T. Hoefler. “Survey and taxonomy of lossless graph compression and space-efficient graph representations”, arXiv’18

[Traditional] compression incurs 
expensive decompression [1,2]

How about lossless 
compression?

But… we show [1,2] that 
≈20-30% less storage is

really as good as you can 
get due to fundamental 
storage lower bounds.

39

storage
lower

bounds

log
𝑛
2

𝑚

[bits]

n: #vertices
m: #edges
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Use a hybrid 
CPU-FPGA 

setting!

Substream-Centric Slim Graph

…

Process different kernels independently (e.g., 
remove from the pipeline based on the 

compression kernel code)

Output a 
compressed 

graph

What programming 
paradigm and why?

DRAM

Kernel 
arguments
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Slim Graph: Abstraction & Programming Model Vertex kernels: removing degree-1 vertices

This poor 
one has 0

At least two 
paths (this one 

is relevant!)

Betweenness centrality of a vertex determines 
the vertex importance (#shortest paths)

Input: Betweenness Centrality [1] relative 
scores are preserved [2]

[1] M. Barthelemy. “Betweenness Centrality in large complex networks”, The European physical journal B, 2004
[2] J. Matta. “Comparing the speed and accuracy of approaches to Betweenness Centrality approximation”, Computational Social Networks 2019 41
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[Extreme-Scale] Graphs

Why do we care?

Engineering networksUseful model

Communication networks

Machine learning

Social networks

Biological networks

67

Physics, chemistry 

...even philosophy
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Slim Graph: Abstraction and Programming Model
Edge kernels: implementing 
spectral sparsification and 

sampling
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Slim Graph: Abstraction and Programming Model Subgraph kernels: spanners

6943
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Slim Graph: Abstraction and Programming Model Subgraph kernels: spanners

70
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Slim Graph: Abstraction & Programming Model More kernels

171
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Slim Graph: Abstraction & Programming Model More kernels

172
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Slim Graph: Abstraction & Programming Model More kernels

173
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The key intuition behind some derivations for Triangle Reduction

This is the shortest path 
between two green vertices 
in the uncompressed graph

In the worst-case, this will 
be a new shortest path in 

the compressed graph

By how much 
can distances 

increase?

Now we 
apply Triangle 

Reduction!

Can we 
disconnect a 

graph?

Now we 
apply Triangle 

Reduction!

Graph is 
connected

Graph is still 
connected

A triangle is 
3-cycle!

45
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Challenge 2: Theoretical schemes are complex 
and hard to code and use – how to simplify?

46
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?

Challenge 3: What schemes 
matter in practice?

47
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Theoretical Analysis 60+ bounds12 graph properties
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Insights?

Summarizations
are not accurate
(graphs can get 

arbitrarily 
disconnected)

Some are new and non-trivial, for 
example we prove constructively a 

lower bound on the maximum 
cardinality matching (MCM) size that 

depends only on the original MCM size

Sampling is accurate only 
in expectation (or w.h.p.) 

and when not many edges 
go (all depends on whether 
a graph gets disconnected)

Spanners and spectral sparsifiers preserve well 
their associated properties
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Theoretical Analysis 60+ bounds12 graph properties
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Insights?

Triangle Reduction is versatile; it 
also has properties of 2-spanners
(or – w.h.p. – O(log n) spanners),

cut sparsifiers (and is thus a special 
case of spectral sparsifiers)

Preserves exactly 
connectivity and the 

MST weight

Preserves provably 
well distances, cuts, 

and the degree 
distribution
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A “By Product” of Our Work

The first survey on lossy graph compression

Properties of compression classes

8
 c
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e
s 

o
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Theoretical Analysis

Triangle Reduction is versatile; it also has properties of:
2-spanners

O(log n) spanners (w.h.p.), 
cut sparsifiers

(and is thus a special case of spectral sparsifiers)

Preserves exactly 
connectivity and the 

MST weight

Preserves provably well 
distances, cuts,

matchings, the degree 
distribution, and others..
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Various real-world graphs are usedVarious workloads are considered
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Selected insights…
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Selected insights…
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Subgraph Kernels Analysis Selected insights…

∝ Diameter D of subgraph kernels
(higher Dmore edges are removed)

Colors indicate the compression ratio: 
ratio of the number of edges in the 
compressed graph to the number of 

edges in the original graph 83

Social network Social network Web metadata
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Storage reduced even by > 10x 
(depends on the structure)

Runtime reduced 
even by > 75%

Workload: BFS traversal

We use subgraph kernels to express and implement 
spanners [1]: a form of lossy compression where the input 

graph is decomposed into a set of (interconnected) 
spanning trees, with all other edges removed

[1] D. Peleg. “Graph spanners”, The Journal of Graph Theory, 1989
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Compressing Largest-Scale Graphs with Slim Graph
The first 

analysis of 
the impact 
of spanners 
on degree 

distribution

An 
interesting 
“leveling” 

effect
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Accuracy Analysis: Compressing Largest-Scale Graphs with Slim Graph

5 largest publicly available 
real-world graphs

Largest-scale graph 
compression so far

“removing the clutter” –
(mild) sampling could be 
used as preprocessing?

Counts of compute 
nodes used to compress 

respective graphs
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Storage Reductions vs.                    vs. Accuracy Loss

Edge sampling SpannersTriangle 
Reduction

Various real-world 
graphs are used

Kullback-Leibler divergence values between PageRank 
probability distributions in the original vs. the compressed graph

In each category, columns 
to the right indicate more 

edges removed

The KL divergence is always larger 
when more edges are removed


