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Abstract

Data movements between different levels of a memory hierarchy (I/Os) are a principal
performance bottleneck. This is particularly noticeable in computations that have low com-
plexity but large amounts of input data, often occurring in “big data”. Using the red-blue
pebble game, we investigate the I/O-complexity of directed acyclic graphs (DAGs) with a
large proportion of input vertices. For trees, we show that the number of leaves is a 2-
approximation for the optimal number of I/Os. Similar techniques as we use in the proof of
the results for trees allow us to find lower and upper bounds of the optimal number of I/Os
for general DAGs. The larger the proportion of input vertices, the stronger those bounds
become. For families of DAGs with bounded degree and a large proportion of input ver-
tices (meaning that there exists some constant c > 0 such that for every DAG G of this
family, the proportion p of input vertices satisfies p > c) our bounds give constant factor
approximations, improving the previous logarithmic approximation factors. For those DAGs,
by avoiding certain I/O-inefficiencies, which we will define precisely, a pebbling strategy is
guaranteed to satisfy those bounds and asymptotics. We extend the I/O-bounds for trees to
a multiprocessor setting with fast individual memories and a slow shared memory.

1 Introduction
Data movement between slow and fast memories (called I/O-transitions, or simply I/Os) are
widely considered a principal performance bottleneck in computing [25]. Due to the ever in-
creasing gap between the speed at which data can be processed and the speed at which it can be
communicated, this phenomenon is particularly noticeable in computations that perform simple
operations on large amounts of input data. This computation profile of low arithmetic inten-
sity + large amounts of input data is very common and often referred to as computations
with memory bound performance. For example, when performing inference on trained neural
networks of fully connected layers (or other machine learning models), we need to read millions of
values (mostly connection weights), but will use most of these values only once. Other problems
that belong to this category can be found in Linear Algebra (addition of tensors or matrix-vector
multiplication, either sparse or dense), Graph Theory (BFS, DFS, topological sorting), Statis-
tics (computing moving averages, quantiles, covariances, linear regression, ANOVA, ANCOVA,
etc.), and Image Processing (applying filters or affine transformations). Also, in general, most
“big data” computations tend to belong to this category, because given the large amount of
input data, it would not feasible to perform computational work of high complexity. Further,
parallel summary statistics are a popular technique in the big data paradigm, naturally leading
(on some level of granularity) to data dependencies that form trees.

In this paper, we will show how to perform I/Os efficiently in these computations with large
input. As our main contribution, we present a set of rules on how to perform I/Os, together with
several theorems that establish I/O-bounds and show: following these rules we are guaranteed
to not use more than a constant number of times more I/Os than optimal. Interestingly, these
rules are “local”: they only require information about the neighbors. Hence they evade expensive
precomputing of an I/O-optimal schedule and can be implemented at runtime.
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1.1 Related work
1.1.1 Communication-efficient algorithms

Communication-efficient algorithms have been developed for many concrete computational prob-
lems and models, including for example matrix multiplication [17, 18], FFT [17, 1], sorting [1],
directed shortest paths [23], topological sorting [2], matrix transposition [1], the N -Body prob-
lem [14], QR- and LU-factorization [13], prime tables [5], and Cholesky decomposition [4]. In
the blocked-I/O-model [1], using time-forward processing one can compute functions that have a
given computation DAG G = (V,E) with O(Sort(|E|)) I/Os [10]. In the particular case that the
DAG is a tree, one can compute an Euler-tour of that tree with O(Sort(|E|)) I/Os and once the
tree is laid out according to that Euler-tour, the function can be computed with O(Scan(|E|))
I/Os [21]. There are methods for I/O-efficient scheduling of tasks with tree-dependencies [22].
I/O-efficient algorithms are often closely tailored to the given problem. The red-blue pebble
game allows to analyze and optimize the I/Os of general computations. For example, it has
been used to optimize the I/Os of classical matrix multiplication [17, 18], which can be consid-
ered very opposite to the computations of this paper as it allows extensive data reuse.

1.1.2 Pebble games

There is a natural way to associate DAGs (directed acyclic graphs) to computations: vertices
represent data and the direct predecessors of a vertex v are the data that are needed to compute
v. Vertices with no incoming edges represent the input-data of the computation and those with
no outgoing edges represent the output-data. Such a DAG is called a CDAG (computation
DAG).

Pebble games are a family of combinatorial games that are played on DAGs [8][17]. By
letting the DAG be the CDAG of a given computation, one can use them to analyze resource
requirements of that computation: the black pebble game is for example used to model space
complexity of general computations, whereas the reversible pebble game is used to model space
complexity of reversible computations and the red-blue pebble game is used to model the re-
quirement of I/Os.

Most pebble games are hard to solve (finding a pebbling strategy that is optimal with
respect to some metric) or even approximate on general DAGs. It has been shown [16] that even
the black pebble game, arguably the most simple pebble game, is PSPACE-complete to solve.
Further, it is known that for many pebble games it is even PSPACE-hard to find approximate
solutions [9][11][8][3]. It has been shown that the red-blue pebble game is PSPACE-complete
and the red-blue pebble game without deletion is NP-complete [20].

There exists a polynomial time algorithm that approximates the solution of the red-blue
pebble game (finding the minimal number of I/Os) by a multiplicative factor of log3/2(n), using
a number of red pebbles which is increased by a multiplicative factor of log3/2(n) [7]. Yet, there
is no known algorithm that approximates the solution of the red-blue pebble game by a constant
multiplicative factor in polynomial time.

These hardness results suggest to search algorithms for pebble games on restricted classes
of DAGs. This is furthermore motivated by the fact that the CDAGs of actual computations
are a very restricted subset of all DAGs. They usually have a special structure (for example
layered or planar), symmetries (large automorphism groups, i.e., they have many vertices that
“look equal”), and other properties (for example regular or bounded in-degree) that can make
it easier to find solutions. Hence, [12] raised the question whether for the red-blue pebble game
there exist FPT algorithms for restricted classes of DAGs (such as bounded width graphs).

The main contribution of this paper are various theorems that give answers (some approxi-
mate, some exact) to the 3 problems that we present in the following section. We present lower
and upper bounds that differ from each other by multiplicative constants that depend only on
the degrees of a DAG and the proportion of input vertices, but not on the size of the DAG. In
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particular, for families of DAGs with bounded degrees and a large proportion of input vertices
(meaning that there exists some constant c > 0 such that for every DAG G of this family, the
proportion p of input vertices satisfies p > c), these bounds provide constant approximations.

1.2 The red-blue pebble game
The red-blue pebble game was introduced by Hong and Kung [17] to model the I/Os of a
computation that has a given computation DAG G = (V,E) and a fast memory of limited size
S ∈ N+. Blue pebbles represent data that is stored in slow memory and red pebbles represent
data that is stored in fast memory. There are no restrictions on the number of blue pebbles
that can reside on G at any given time, but we can never have more than S red pebbles on
G, where S represents the size of the fast memory. In the beginning, there is a blue pebble on
each of the input vertices Vin ⊆ V (those are the vertices with no incoming edges) and the game
is completed when we have a blue pebble on each of the output vertices Vout ⊆ V (those are
the vertices with no outgoing edges). In order to obtain that goal, we are allowed to apply a
sequence of the following actions

• R1 (Input): Replace a blue pebble by a red pebble.

• R2 (Output): Replace a red pebble by a blue pebble.

• R3 (Compute): Place a red pebble on a vertex for which all parents are carrying a red
pebble (when the vertex has already a blue pebble, we replace it).

• R4 (Delete): Delete a red pebble.

We can think of action R3 as saying “we can compute a certain value, when all values that
we need for that computation are in fast memory”. Since the size of our fast memory is limited
we will have to apply actions R2 and R4 sometimes.

Figure 1 shows a complete red-blue pebble game on a simple DAG. Keeping in mind that the
I/Os in this model represent data movements that consume much time and energy, it becomes
clear that we want to minimize their number.

Definition 1.1. A pebbling strategy (or computation strategy) is a sequence of the actions
R1, R2, R3, and R4 on the vertices of a DAG, which completes the red-blue pebble game (like
for example [R1(v1),R1(v2),R3(v3),R4(v1) . . . ,R2(vn)]). Each application of R1 or R2 counts
as one I/O and we let rb(G,S) denote the minimal number of I/Os of any pebbling strategy
of the DAG G with S red pebbles, setting rb(G,S) = ∞ if there is no pebbling strategy of G
with S red pebbles. A pebbling strategy which uses this minimal number rb(G,S) of I/Os is
called I/O-optimal. We say that it is possible to pebble (or compute) G with k I/Os if
rb(G,S) ≤ k.

Problem 1 (Red-blue pebble game): given a DAG G and S ∈ N+, find the number
rb(G,S).

Solving problem 1 for general DAGs is PSPACE-complete [20], but this number can be
bounded from above and below using different forms of optimal partitions and coverings of the
DAG [17, 15, 6]. However, to the best of our knowledge, there is no known way to find those
optimal partitions for general DAGs efficiently.

Problem 2: given a sequence of DAGs Gn, how fast does rb(Gn, S) grow as n → ∞?
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Figure 1: Red-blue pebble game with S = 3 red pebbles. Ri(j) denotes an application of action
i on vertex j. This pebbling strategy is I/O-optimal and has a total of rb(G, 3) = 6 I/Os.

If these DAGs Gn in problem 2 are the CDAGs of some algorithm for input size n, this
asymptotic growth is generally known as the I/O-complexity of the algorithm. The min-
imum of the I/O-complexities of all algorithms that solve a given problem is known as the
I/O-complexity of the problem. Here we are typically satisfied with answers that dis-
regard constant multiplicative factors, i.e., pebbling strategies are called optimal if they use
Θ(rb(Gn, S)) I/Os. I/O-complexities have been studied for many algorithms and problems of
practical importance [23, 1, 2, 4, 5, 24, 13, 17], often in a more general model that considers
additional parameters such as memory block size.

Now if the vertices of the CDAG of a computation represent values produced by constant-
time operations and the motivation for studying problems 1 or 2 (or analogous problems for
other pebble games) is to improve the performance of that computation, it is important to note
the following: the sequential runtime is given, up to constants, by the number of vertices |V |
and therefore any algorithm that solves problems 1 or 2 in time above Ω(|V |) is of little practi-
cal value (unless one runs the same CDAG many times, letting the performance gains add up
and justify a more expensive algorithm to solve problems 1 or 2). So for example algorithms
that are based on spectral methods are likely to be inappropriate, since the time for computing
eigenvalues or eigenvectors is at least of the order of |V |2. Likewise, for the practical value of
such an algorithm, it is also important that it does not use too many other resources. This
imposes great restrictions on us and motivates us to ask if it is possible to know how to run
an algorithm in a close to I/O-optimal way without having to do any pre-computations at all
on the CDAG G = (V,E). Could it be possible to find a set of simple rules, such that any
computation strategy that follows these rules is close to I/O-optimal? More precisely, we are
interested in the following question:

Problem 3: given a DAG G, S ∈ N+ and a constant 1 ≤ λ ∈ R, is it possible to find a set
of simple rules, such that any computation strategy for G which follows these rules does not use
more than λ · rb(G,S) I/Os?

Note: our rules do not allow a vertex to have a blue and a red pebble at the same time.
We chose this version because it makes the proofs more elegant. However, all of our results
(both the bounds and the algorithms) still hold if we allow a vertex to hold both a blue and a
red pebble (by using the word “place” instead of “replace” in rules R1 and R2 and removing
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the comment in the parentheses in R3). The upper bounds remain true, because by having this
additional degree of freedom the pebble strategies can only improve. The lower bounds remain
true, because even if we are allowed to have two pebbles on one vertex, we will still have to spend
one I/O on each of the input vertices. Trees can be pebbled optimally without ever having to
put two pebbles on one vertex.

The paper is organized as follows. In Section 2 we present and prove several lower and upper
bounds for the number of I/Os for trees. In Section 3 we extend the bounds to more general
classes of DAGs. In Section 4 we extend our bounds to a parallel setting. In section 5 we present
our experimental results.

1.3 Notations and definitions
Let G = (V,E) be a DAG. Throughout this paper we say that a vertex w is a child of the vertex
v if there is an edge from v to w. A vertex v is a parent of w if and only if w is a child of v.
We let dout(v) denote the number of children of v (we only consider simple DAGs), din(v) the
number of parents of v and d(v) = din(v) + dout(v) the degree of v. We let

d̂out = max
v∈V

dout(v),

d̂in = max
v∈V

din(v)

d̂ = max
v∈V

d(v)

(1)

denote the maximal out-degree, maximal in-degree, and maximal degree respectively.
An in-tree is a directed tree in which all edges are directed in such a way that there is a

unique vertex v (called the root or output vertex) which can be reached from any other vertex
by a directed path (like in Figure 2). Throughout this paper, all trees are in-trees. A vertex
that has no in-coming edges is called a leaf and the set of all leaves is denoted L(G).

2 Bounds for trees
Notice that the condition of S > d̂in which we require in our results is equivalent to letting S
be large enough such that G can be computed.

Theorem 2.1. Let G = (V,E) be a tree with more than one vertex and S > d̂in. Then, the set
of leaves L(G) satisfies

|L(G)| < rb(G,S) ≤ 2|L(G)|. (2)

Furthermore, when |L(G)| > 1 the second inequality is also strict.

Proof of Theorem 2.1. Since the computation depends on all of the leaves, we will have to put
at least once a red pebble on each of the leaves. We furthermore will have to spend one I/O to
store the output. This gives us the first inequality.

The second inequality we will prove by induction on the number of leaves |L(G)|. One can
easily check that the inequalities are true for |L(G)| = 1 and |L(G)| = 2 (with strictness for
|L(G)| = 2). Now let us assume that it also holds for trees with n > 2 leaves and let G be a tree
with n+ 1 leaves.

Without loss of generality the tree has no vertices of in-degree 1, because on trees such
vertices can be removed (merging the incoming edge with the outgoing edge) without changing
the number of I/Os. We can also assume that the root v has degree at least 2, because otherwise
we could remove the root and the incoming edge without changing the number of I/Os. So let
w be a parent of v and Gw be the sub-DAG below w (that is, all ancestors of w and w itself)
and Gw be the DAG that we obtain by deleting from G all vertices and edges that are in Gw
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and the edge that goes from w to v (see Figure 2). Then |L(Gw)| ≤ n and |L(Gw)| ≤ n. So by
induction hypothesis these trees can be pebbled with at most 2 · |L(Gw)| − 1 and 2 · |L(Gw)| − 1
respectively. Now consider the following pebbling strategy:

1. Pebble Gw I/O-optimally (getting a blue pebble on w)

2. Pebble Gw I/O-optimally and when you have red pebbles on all of the parents of v (and
are about to put a red pebble on v), put a red pebble on w first and then put a red pebble
on v and finish the game.

This is clearly a complete pebbling strategy and since |L(Gw)|+ |L(Gw)| = |L(G)| the number
of I/Os is at most

(2 · |L(Gw)| − 1) +
(
2 · |L(Gw)| − 1

)
+ 1 = 2 · |L(G)| − 1. (3)

Figure 2: This shows the subtrees Gw and Gw from the proof of theorem 2.1.

Note: the multiplicative constants 1 and 2 from the inequalities in the previous theorem
are tight:

• To see that the constant 1 is tight, notice that whenever S > |L(G)|, we have rb(G,S) =
|L(G)| + 1. Also, for trees that consist of a line of depth n, with each of the first n − 1
vertices on that line having one additional predecessor that is a leaf (like in Figure 3 ), we
have rb(G,S) = |L(G)|+ 1 independently of S.

• If T 2
k , denotes a full binary tree of k levels, then

lim
k→∞

rb(T 2
k , 3)

| L(T 2
k ) |

= 2. (4)

To present our next result we need the following definition.

Definition 2.1. We say that a computation has empty I/Os if it does at least one of the
following things:

1. Put a red pebble on a vertex v which has a blue pebble on it and eventually remove the red
pebble (either by deleting it or replacing it with a blue one) or finish the game, without
having computed a child of v which had not yet been computed before.
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Figure 3: Unbalanced trees require few I/Os. “Ladder trees” like this one, minimize the number
of I/Os among all trees with a fixed number of leaves.

2. Put a blue pebble on a non-output vertex v, when v will not be needed again.

Even though intuitively it may seem like avoiding empty I/Os always reduces the total
number of I/Os, there are in fact DAGs for which every I/O-optimal pebbling strategy has
empty I/Os. The reason for this is that one can sometimes save I/Os by recomputing vertices
(and thereby possibly producing empty I/Os) rather than loading them. Figure 4 shows such a
DAG.

Figure 4: When S = 5 this DAG can be pebbled with rb(G, 5) = 5 I/Os, but any pebbling
strategy without empty I/Os has at least 7 I/Os (and when we allow a vertex to have two
pebbles at the same time, the numbers become 4 and 6). The reason is that any pebbling
strategy will need to have red pebbles on the three vertices of the second layer at two different
moments. For that, the optimal strategy would reload the input and then recompute those three
vertices, whereas a strategy without empty I/Os would have to reload the three vertices in order
to avoid empty I/Os.

Nevertheless, as the next two theorems show, avoiding empty I/Os does guarantee provably
good performance. So the simple rule of avoiding empty I/Os is an answer to problem 3.

Theorem 2.2. Let G = (V,E) be a tree with more than one vertex and without vertices of
in-degree 1 and S > d̂in. Then, any computation strategy of G which has no empty I/Os has a
number of I/Os that is between |L(G)| and 3 · |L(G)| and hence optimal up to a multiplicative
factor of 3.

Proof of Theorem 2.2. That the number of I/Os is larger than |L(G)| follows again from the
fact that we will have to put at least once a red pebble on each of the leaves.
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For the other inequality we recall that any tree which has no vertices of in-degree 1 satisfies

| I(G) |≤| L(G) |, (5)

where I(G) = V \ L(G) denotes the set of inner vertices.
When we put a blue pebble on a vertex which has a red pebble on it, we will eventually

put again a red pebble on it, because otherwise we would have a empty I/O of the second type.
When we put a red pebble on a vertex v which has a blue pebble on it, we will compute child(v)
before doing any other I/Os on v, because otherwise we would have a empty I/O of the first
type. Once child(v) has been computed, we will not do any other I/Os on v, because v is no
longer needed. It follows that we spend at most one I/O on any leaf and at most two I/Os on
any inner vertex. Combining this with Equation (5) we conclude that the total number of I/Os
is less than

| L(G) | + 2 | I(G) |≤ 3 | L(G) | . (6)

Note: when a pebbling strategy for trees without vertices of in-degree 1, besides from having
no empty I/Os, also

1. “computes subtrees strictly one after another” (that is, whenever it started to perform
computations on some subtree t of T it does not do any computations that are not needed
for t, until it has finished with the computation of t),

2. whenever a vertex is computed, the pebbles from the parents are immediately deleted,

3. does not perform store operations unless there are S red pebbles on the DAG,

then it is a pebbling strategy like the one from the proof of Theorem 2.1 and hence it is optimal
up to a multiplicative factor of 2.

This order (“computing the subtrees strictly one after another”) is also known as postorder,
and related to previous work [19][22]. Using postorders, one can also find exact solutions to the
red-blue pebble game on trees. To do this, one needs to determine in which order the subtrees
can be traversed most efficiently: depending on the order in which we traverse subtrees, it can
be possible to hold the output of one subtree in fast memory while computing the next subtree,
sparing 2 I/Os. Finding such an optimal order of the subtrees can be done with dynamic
programming approaches. However, we will not discuss the details of that in this paper since
our goal is to find general bounds for general DAGs.

3 Bounds for general DAGs
The key property of trees that we made use of in the proof of the previous results is that the
set of input vertices makes up a large proportion of the set of all vertices (or at least it can be
assumed that it is a tree with that property) and the out-degree is small (bounded by 1). The
following result gives good estimates of rb(G,S) for more general DAGs G with those properties.

Theorem 3.1. Let G = (V,E) be a DAG without isolated vertices and S > d̂in. Let p =
|Input(G)|

|V | be the proportion of input vertices of G. Then,

|Input(G)| ≤ rb(G,S) ≤ |Input(G)|

(
2d̂out
p

− 1

)
(7)

and the number of I/Os of any pebbling strategy without empty I/Os is between these bounds.
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Proof of Theorem 3.1. Since any input vertex has to be loaded at least once we get |Input(G)| ≤
rb(G,S). For the other inequality notice that in any pebbling strategy without empty I/Os,
with every [store, load] pair of I/Os on one vertex we compute at least one new child, because
otherwise we would get a empty I/O. So we spend at most 2 · d̂out I/Os on any non-input vertex.
Likewise, one can see that we spend at most 2 · d̂out − 1 I/Os on any input vertex. Therefore
the total number of I/Os is at most

|Input(G)|
(
2d̂out − 1

)
+ |V \Input(G)|2d̂out

= 2d̂out|V | − |Input(G)|

= |Input(G)|

(
2d̂out
p

− 1

)
.

(8)

Theorem 3.2. Let Gn = (Vn, En) be a sequence of regular DAGs without isolated vertices and
with constant in-degree din < S (that is, any vertex of Gn which is not an input vertex has
in-degree din) and constant out-degree dout (that is, any vertex of Gn that is not an output
vertex has out-degree dout). If dout < din then rb(Gn, S) grows asymptotically like |Vn|. More
precisely,

|Vn|
(
1− dout

din

)
≤ rb(Gn, S) ≤ |Vn|

(
2 · dout
1− dout

din

− 1

)
(9)

and the number of I/Os of any pebbling strategy without empty I/Os is also between these
bounds.

Proof of Theorem 3.2. Since the sum of the in-degrees over all vertices equals the sum of the
out-degrees, we have

(|Vn| − |Input(Gn)|) · din = (|Vn| − |Output(Gn)|) · dout. (10)

From this we obtain

|Input(Gn)| = |Vn| − (|Vn| − |Output(Gn)|) ·
dout
din

≥ |Vn| ·
(
1− dout

din

)
,

(11)

which means that the proportion of input vertices is p ≥
(
1− dout

din

)
. The result follows now by

substituting p by
(
1− dout

din

)
in the RHS of the inequalities of Theorem (3.1) and replacing the

LHS of those inequalities by the RHS of (11).

A remarkable aspect of the previous results is that the bounds only require S > d̂in, but
besides that they do not depend on S. So they identify families of DAGs for which the I/O-
complexity does not depend on the size of the fast memory.

Theorem 3.3. Let Gn = (Vn, En) be a sequence of DAGs without isolated vertices and S > d̂nin.
Let Gn have average in-degree d̄nin (where the average is taken over all vertices that are not input
vertices), average out-degree d̄nout (where the average is taken over all vertices that are not output
vertices) and maximal out-degree d̂nout. Then,

|Vn|
(
1− d̄nout

d̄nin

)
≤ rb(Gn, S) ≤ |Vn|

 2 · d̂nout
1− d̄nout

d̄nin

− 1

 (12)
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and hence, if
lim sup
n→∞

d̄nout/d̄
n
in < 1 (13)

and d̂nout ≤ c,∀n for some constant c ∈ N, then rb(Gn, S) grows asymptotically like |Vn|. Fur-
thermore any pebbling strategy without empty I/Os satisfies these bounds.

Proof of Theorem 3.3. Like in the previous proof the Equation (10) still holds if we replace din
by d̄nin and dout by d̄nout. The rest of the proof is analogous.

For algorithms whose CDAGs have vertices that represent values produced by constant-time
operations, this previous theorem can be interpreted as saying: “if the out-degrees are smaller
than the in-degrees (differing on average by a multiplicative constant which is bounded away
from 1) and the maximal out-degree is uniformly bounded, then the I/O-complexity equals the
time complexity (which is linear in the input size).”

4 I/O-bounds in a parallel setting
In order to establish I/O-bounds in multiprocessor settings, we introduce a variation of the red-
blue pebble game. We model a setting with P processors, each one having a fast memory of size
S/P and access to a shared memory of infinite size. Throughout this section we assume S/P is
an integer. There are P different types of red pebbles, corresponding to the fast memories of
the P processors. We denote the colors of these pebbles r1, r2, . . . , rP . At any time step and for
any processor p ∈ {1, 2, . . . , P} there cannot be more than S/P pebbles of color rp on the DAG,
and we can perform one of the following actions

• R1 (Input): replace a blue pebble by a pebble of color rp.

• R2 (Output): replace a pebble of color rp by a blue pebble.

• R3 (Compute): place a pebble of color rp on a vertex for which all parents are carrying a
pebble of color rp (when the vertex has already a blue pebble, we replace it).

• R4 (Delete): delete a pebble of color rp.

In this parallel setting we say that a pebbling strategy has empty I/Os if it does at least one
the following:

1. Put a pebble of some color rp ∈ {r1, r2, . . . , rP } on a vertex v which has a blue pebble on
it and eventually remove the red pebble (either by deleting it or replacing it with a blue
one) or finish the game, without having computed a child of v which had not yet been
computed before by any of the processors.

2. Put a blue pebble on a non-output vertex v, when v will not be needed again.

As in the sequential case, initially, there is a blue pebble on each of the input vertices, and
the goal is to get blue pebbles on all output vertices. In contrast to the standard red-blue pebble
game, we are now able to perform up to P actions at each time step, one for each processor.
Again, we want to minimize the total number of applications of R1 and R2, but in this setting
we also want to minimize another quantity: the total amount of time steps. Since it is possible
to save I/Os by taking more time steps (for example, by doing all the work with one single of
the P processors), we will enforce the pebbling strategy to use a minimal number of time steps.
That is, we want to know: what is the minimal number of I/Os used by pebbling strategies that
pebble G in a minimal number of time steps.
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For a given DAG G, we now let TP (G) denote the minimal number of time steps used by
any strategy that pebbles G with P processors. We define rbP (G,S) as the minimal number
of I/Os used by any pebbling strategy that pebbles G in TP (G) time steps. The next theorem
shows that enforcing a parallel schedule that uses a minimal number TP (G) of time steps (which
is a restriction on the orders in which we can pebble the vertices), does not affect the validity of
the I/O-bounds established by Theorem 2.2, and hence, does not increase the number of I/Os
by more than a factor 3.

Theorem 4.1. Let G be a tree with d̂in < S/P . Then,

|L(G)| ≤ rbP (G,S) ≤ 3 · |L(G)|, (14)

and the number of I/Os of any pebbling strategy without empty I/Os is between these bounds.

To prove this Theorem we need a Lemma that shows how we can remove empty I/Os from
time optimal pebbling strategies without losing time-optimality.

Lemma 4.2. Let G be a tree with d̂in < S/P and consider a pebbling strategy that pebbles
G in optimal time TP (G) (possibly having empty I/Os). Then, we can transform this pebbling
strategy into another pebbling strategy that uses the same number of time steps (and is hence
also time optimal), but does not have any empty I/Os.

Proof. Given a pebbling strategy that pebbles G in TP (G) steps we can remove all empty I/Os
of the second type and obtain another valid strategy that pebbles G in at most the same number
of steps (and hence is still time optimal).

It remains to show that we can also remove empty I/Os of the first type. Notice that empty
I/Os of the first type occur in two cases: 1) We load a value, but we do not compute the child
afterwards, 2) We load a value and we do compute the child, but the child has already been
computed earlier.

In the first case, we can again remove the I/O without losing the completeness or time-
optimality of the pebbling strategy.

Now consider a situation of the second case, where we place a red pebble on some vertex v
and we do compute its child child(v), but child(v) has already been computed earlier. In this
case the steps of loading v and recomputing child(v) (which together take 2 time steps), could
be replaced by two other steps: storing the value of child(v) and eventually reading child(v)
again (this replacement increases the number of I/Os by one, but this is irrelevant to this proof
as it does not increase the number of time steps).

With these changes we can transform any time optimal pebbling strategy with empty I/Os
into a pebbling strategy without empty I/Os.

Proof of Theorem 4.1. The lower bound is established with the same reasoning as in the sequen-
tial model: all leaves have to be read at least once.

Now consider any P processor pebbling strategy that pebbles G in TP (G) time steps and use
Lemma 4.2 to transform it into another pebbling strategy that runs in TP (G) time steps and
does not have empty I/Os. We can associate to this P processor pebbling strategy a sequential
strategy without empty I/Os (which we will call the “sequentialized” pebbling strategy):

• In the first time step, perform the action that processor 1 performed in the first time step,

• In the second time step perform the action that processor 2 performed in the first time
step,

. . .

• In the P -th time step, perform the action that processor P performed in the first time
step,
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• In the (P + 1)-th time step, perform the action that processor 1 performed in the second
time step,

. . .
Since for any p ∈ {1, 2, . . . , P} there are not more than S/P pebbles of color rp on the tree

at any moment, the sequentialized pebbling strategy uses not more than P · (S/P ) = S red
pebbles. Since it also does not perform empty I/Os (now we mean “empty I/Os” in the sense
of the sequential model), it follows from Theorem 2.2 that it uses at most 3 · |L(G)| I/Os. Since
the parallel pebbling strategy uses the same number of I/Os as the sequentialized strategy, we
obtain rbP (G,S) ≤ 3 · |L(G)|.

5 Experiments
To illustrate the theoretical contributions of our paper, we ran several experiments. The purpose
of the experiments is to show the effect that the pebbling techniques used in this paper (avoiding
empty I/Os, computing subtrees one after another) have on concrete I/O-counts and to see how
close to the bounds we get on different trees and random DAGs.

5.1 Regular tree, varying memory size
We considered a binary tree of depth 8 and pebbled it in two different orders of the vertices: A)
Level after level, and B) subtrees one after another. In both cases we performed I/Os according
to the following rules: 1.) We only put a red pebble on a vertex when we need it for the
computation of the next vertex (in the given order), 2.) we only remove a red pebble when there
is no more space but we need to place another red pebble for the next computation step, 3.)
when we need to remove a red pebble we choose it uniformly at random among the red pebbles
that we will not need in the next computation step, and 4.) after each computation step we
delete all red pebbles that will not be needed again in any future computations. By following
these rules we are guaranteed to not perform empty I/Os (rules 1, 2, and 3 imply that we do
not perform an empty I/O of the first kind; rule 4 implies that we do not perform an empty I/O
of the second type). Hence, according to Theorem 2.1, using order A we should have between
|L(G)| = 256 and 2 · |L(G)| = 512 I/Os, and according to Theorem 3.1, with order B we should
have between |L(G)| = 256 and 3 · |L(G)| = 768 I/Os. In Figure 5a we show how the number
of I/Os decreases as we increase the memory size S. For each memory size we pebbled the tree
10 times and show bars that represent the smallest and largest observed number of I/Os (the
variation stemming from the random choice when removing red pebbles). We can see that for
both computation orders, the respective bounds are satisfied for all memory sizes (as predicted
by our theorems). Furthermore, when the memory size is close to zero, the number of I/Os is
close to the respective upper bound. When we increase the memory size, the number of I/Os
decreases and eventually meets the lower bound. With computation order A we already meet
the lower bound with memory size S = 9, whereas with order B this minimum is only attained
when S = 129.

5.2 Random DAGs with large inputs
To generate more general DAGs with large input, we used the random sampling method de-
scribed in Algorithm 1 (the constants 4 and 8 in this sampling method are arbitrary constants;
we just had to fix free parameters). Notice that for l = 0, Algorithm 1 generates a tree, but as
we increase l, we obtain DAGs that differ increasingly from a tree. However, the total number
of vertices and input vertices remains equal (because we only add edges (i, j) for which j is not
an input). Figure 5b shows how the number of I/Os increases as we add more edges to the
DAG. The shown numbers are the average over 10 sampled DAGs and the bars correspond to
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(a) Number of I/Os for varying memory sizes when
pebbling a binary tree of depth 9.

(b) Starting with a regular tree of depth 4 and degree
8, we randomly add directed edges to it.

Algorithm 1 Input: a number l ∈ N /Output: a DAG with 85−1 vertices and 85−2+ l edges.
Let G be a full 8-ary tree of depth 4 and identify V with the numbers {1, 2, . . . 85−1}, 1 being
the root, 2, . . . , 9 being the vertices of the first level, and so on;
for i from 1 to l do

Choose uniformly at random vertices i, j ∈ G, such that j is not an input, (i, j) /∈ G, and
j < i;
Add (i, j) to G;

end for

the smallest and largest observed values. The shown bounds are obtained from Theorem 3.1.
We can see that the lower bound remains constant (which follows from the fact that the input
size of these DAGs is constant), while the upper bound increases linearly with the number of
edges that we add (as this impacts the degrees of the vertices). Using a memory size S = 100 in
the shown range, we use a number of I/Os that matches the lower bound exactly. In the whole
range, the lower and upper bound differ by a factor of less than 2.

5.3 General random DAGs with varying numbers of vertices
Finally, we considered a second method for sampling random DAGs, defined in Algorithm 2 (also
here the constants are arbitrary). We used this method with different values of l, to generate
DAGs with varying numbers of vertices. In Figure 6 we show how the number of I/Os grows
as the number of vertices increases. We can clearly see that the I/O-complexity grows linearly
with the number of vertices, as predicted by Theorem 3.3.

Algorithm 2 Input: a number l ∈ N /Output: a DAG with 3 · l + 1 vertices.
Let G be a graph with a single vertex
for i from 1 to l do

Choose uniformly at random a vertex v ∈ G with d(v) < 9;
Add 3 new vertices to G;
Add 3 edges, pointing from the 3 new vertices to v;

end for
Add 30 additional random edges (as in the previous subsection);
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Figure 6: Number of I/Os for varying sizes of randomly generated DAGs using memory size 32.

6 Conclusions
We introduce a set of I/O-rules that can be used as a fundamental tool in the design of I/O-
efficient big data computations, both in a sequential and parallel setting. We prove several
bounds for the optimal number of I/Os. These bounds are particularly strong when the DAGs
have a large proportion of input vertices (meaning that there exists some constant c > 0 such
that for every DAG G of this family, the proportion p of input vertices satisfies p > c). For
these DAGs our bounds provide constant factor approximations, which improves the previous
logarithmic approximation factors. Any pebbling strategies with exclusively useful (non-empty)
I/Os have a number of I/Os within these bounds.

The rule of avoiding empty I/Os is a “local” rule: to decide whether or not it is possible
to do any further non-empty I/Os on a given vertex v it suffices to have information about
the children of v (have they all been computed or not). Yet we showed that any computation
strategy that follows this I/O-rule is guaranteed to be I/O-optimal up to a multiplicative factor
that is particularly small when the proportion of input vertices is large and the maximal out-
degree is small. For trees, this multiplicative factor is 3 and it can be made 2 by adding some
other I/O-rules (computing subtrees strictly one after another).

This raises some questions: could our results be improved if we add more sophisticated and
“global” rules (rules that take global properties into account, such as depth, width, or average
degree)? Could we get tighter bounds or bounds that are tight on larger classes of DAGs, if
we set rules that regulate how we choose at each step the next vertex that we compute? The
following rules would be natural candidates:

• “Always continue to compute a vertex that has a maximal number of parents with red
pebbles (among all vertices that have not been computed and whose parents have all been
computed).”

• “Always continue to compute a vertex for whose computation the smallest number of
load-operations needs to be done.”

For computations of CDAGs on which any computation strategy without empty I/Os per-
forms well, the problem of scheduling the computation I/O-efficiently may in practice not yet
be trivial. This is because avoiding empty I/Os is in fact non-trivial, given that fast and slow
memory usually do not communicate single values but whole blocks of them. Here, the problem
becomes a problem of external memory data structures: how should we lay out the data in
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external memory, such that for every block that we fetch, all data in this block is used at least
once?
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